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Abstract— Phishing is still one of the biggest threats in cybersecurity. It is the exploitation of users
through the use of deceptive URLs. In this study, the outcomes of the Random Forest, Support Vector
Machines, and Decision Tree models are analysed on a dataset containing more than 640,000 URLs.
The results showed that Random Forest recorded the highest accuracy of 87.85% on the Aalto dataset
and 86.86% on the Kaggle dataset. These perspectives provide a more fact-based approach towards
developing more effective and practical anti-phishing systems.
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I Introduction

Phishing attacks have become more complex and pose significant cyber threats to people and businesses [8]. These
attacks are carried out in different ways, from well-known email and website methods to relatively new mobile and
social network methods [6]. Phishing is a very effective technique used by attackers to lure users to expose valuable
information; these attackers mainly target financial domains [59]. The success of phishing is mainly based on tricks of the
human mind and feelings [24]. To combat this emerging danger, researchers have recommended several countermeasures,
including URL validation and visual cryptography [59]. However, phishing attacks are relatively more sophisticated,
and the frequency with which such attacks are launched for the sake of flexibility and versatility makes it impossible
to think of a single solution that can help to learn of such an attack instantaneously. This includes gaining full-cycle
awareness of phishing attacks, user awareness, and the construction of comprehensive anti-phishing systems that cover
technological and human aspects [8], 24].

With modern complexities, new methodologies like blacklisting have proven to be ineffective, and thus ML models
are considered the best approach to detecting phishing URLs [4, 20]. These ML methods pull out features from
different components of the Universal Resource Locator (URL) and algorithms like ‘Random Forest’, ‘Decision Trees’,
and ‘Support Vector Machines’ are used to distinguish between malicious URLs and benign URLs [4, [58]. Of all the
classifiers, Random Forest has produced remarkably high accuracy, being more than 96% in some cases [20, 23]. The
types of feature extraction methods include domain name analysis, URL analysis, and semantic feature analysis [20].

The objective of employing ML models is to enhance their flexibility to various threats and facilitate real-time
responses [20, [58]. Consistent evaluation and updating of the model for phishing are necessary to remain effective
across fresh strategies. The use of detection based on ML alongside other cybersecurity tools provides strong protection
against phishing [58].

The distinctive characteristics of ML models and their environments can only be partially utilised by current
research, which examines models in isolation or under varied settings. The lack of comparable measurement data leads
to inconsistency in evaluations, hence complicating organisations’ ability to choose the optimal model for phishing
detection. This paper conducts a comparative examination of three prevalent machine learning algorithms: Random
Forest (RF), Support Vector Machines (SVM), and Decision Trees (DT) to solve this gap.

This study seeks to examine these models under identical conditions with the intention of providing practical
consequences for organisations experiencing difficulties in enhancing their cybersecurity solutions.



A. Research Contribution

This study contributes to the growing body of knowledge on phishing detection by:
e Conducting a performance comparison of RF, SVM, and DT for phishing URL detection.

e Identifying challenges and limitations in current ML-based phishing detection systems.

e Recommending the most efficient ML model for organisational use, informed by empirical results.

B. Statement of the Problem

AT and ML have greatly improved the ability to evaluate data credibility in different areas, solving many security
issues. However, existing approaches to detect phishing are not very effective. As noted in previous studies, much of
the current research on ML for phishing detection has been published in recent years, and few of these investigations
have directly compared the effectiveness of multiple models on benchmark datasets. For example, to the best of our
knowledge, the studies of Abu et al. [3] and Ankit Kumar Jain et al. [22] are among the first to perform comparative
studies, although more extensive evaluations are rare.

In addition, although [10] and [45] obtained satisfactory predictive performance using models such as Random
Forest, these methods are often tested independently or with a small number of instances. This limit reduces the
extensibility of the results obtained to different phishing scenarios.

They also bring out the importance of the subsequent studies for the improvement of sophisticated approaches
or phishing detection models and requisite standard benchmark datasets [34) [12]. As a result, there is a dearth of
methodical literature that discusses different methodologies of phishing detection and provides standardised datasets
to compare different methodologies and ascertain the most efficient ML techniques for identifying the fraudulent URLs.
This gap must be filled to enable organisations to fill them with recommendations grounded in scientific research on
technological solutions for improving domain security and fighting cybercrime.

Given these challenges, this study seeks to perform a comparative analysis of several ML models for phishing
detection and identify the model that best performs in the context of the pre-established standard datasets while con-
sidering different evaluation metrics. Therefore, the study aims at providing practical recommendations for enhancing
organisations’ protection against phishing attacks by determining the most efficient algorithms.

C. Research Aims and Objectives

1) Aim: To evaluate and compare different machine learning methods used in the detection of phishing URLs, identi-
fying which algorithm most effectively improves Internet security.
2) Objectives:

1. Conduct a comparative analysis of Random Forest, SVM, and Decision Tree models for detecting phishing URLs
using a standardised dataset.

2. Evaluate the strengths and limitations of each model in phishing detection to determine their practical applica-
bility.

3. Develop actionable recommendations for organisations to select the most efficient algorithm for URL legitimacy
verification.

D. Significance of the Study

this study fills a gap in the cybersecurity domain by conducting a comprehensive investigation of ML models for phishing
detection, aiming to provide insights that could help organisations improve their defence strategies. Additionally, it
provides a contribution to the area of Artificial Intelligence and cybersecurity, which shows the applicability of ML
approaches to real-life problems, such as combating phishing attacks.

IT Background

A. Phishing and URL Legitimacy

Phishing scams are basically fake attempts to lure out sensitive information, especially through the creation of websites
that give the impression of being genuine [5]. One of the main components of the phishing detection problem is the
capacity to distinguish good URLs from the bad ones.



B. Machine Learning in Cybersecurity

Most of today’s approaches to cybersecurity involve machine learning methods to identify phishing threats [13]. These
techniques employ features and anomalous patterns to identify fake sites and emails [I]. Some of the traditional
techniques that are used include Random Forest learning, Support Vector Machines, and Naive Bayes, among others,
that yield very high accuracy on the classification of URLs as either benign, spam, or malicious [42] 58]. The feature
extraction involved URL characteristics, the email headers, and content features, which are also relevant in the model
training [I3] []. Still, there are some issues: overfitting and the need for quite large and up-to-date sets of training
data [42] 13]. Maintaining efficacy against changing phishing threats requires constant monitoring, model refinement,
and integration with other cybersecurity policies [58].

1) Ewvolution of Detection Methods:

The method used in the detection of phishing URLs has over time changed from simple rule-based methods of detection
to modern techniques using machine learning. This transition has led to improvements in identifying newer threats
and responding to them more effectively [57, [46]. The research has indicated that machine learning algorithms perform
better in identifying potential threat links, and their accuracy ranges from 90%-95% [4]. These methods surpass the
problem with blacklists, as the method is slow in responding to emerging threats since it only targets known threats.
This advancement in cybersecurity has far-reaching importance in safeguarding users against scams, financial losses,
and data theft [51].

2) Key Machine Learning Models:

Three primary machine learning models have shown particular promise in URL legitimacy validation:

e Random Forest (RF): It has been shown in the current literature that Random Forest (RF) is an efficient
technique for the discovery of phishing websites. The authors [27] obtained high accuracy of 98.90% while using
RF with URL and domain name features. RF coupled with deep neural networks has been recently enhanced
[30] to achieve a weighted ensemble, which has yielded an almost perfect accuracy of 99%. Subrata Nath et al.
[41] improved RF models’ performance regarding feature selection and hyperparameters, resulting in 97.069%
accuracy and 97.326% precision. In the study conducted, [36] single and ensemble classifiers were compared, and
it was concluded that RF has the highest accuracy, precision, recall, and Fl-score by 98%, 97%, 98% and 97%
respectively. These works show that RF is a better solution for dealing with multiple types of phishing compared
with other algorithms and are attributed to identification of relevant features, noise handling, as well as ensemble
methods. In particular, the research focuses on feature selection and extraction, as well as the efficiency of the
models at runtime.

e Support Vector Machine (SVM): Recent studies have demonstrated the efficiency of Support Vector Machine
in phishing detection. [32] proposed an SVM-based system that attained 96.4% accuracy in phishing attack
detection. The high performance is corroborated by [50], who found that the SVM algorithm with a radial basis
function kernel had attained an accuracy of 96.426%. As recently as 2016, Karnik & Bhandari [28] similarly
showed the same results when their SVM model could identify phishing and malware sites with a success rate
of approximately 95%. Fundamentally, this efficiency of SVM for this domain lies in generating an optimal
hyperplane to classify maliciousness by considering textual properties, link structure, and web page content
features. Although Wahyudi et al. (2022) [61] reported a lower accuracy of 85.71% with the SVM classifier using
a polynomial kernel, this study underlines the potential of SVM in phishing detection. These findings show that
SVM is robust and efficient in improving internet security measures against phishing threats.

e Decistion Trees: Decision trees for the detection of phishing websites have, based on research reports, shown
promising results in terms of their accuracy and interpretability. Several studies have shown, using various
datasets and techniques, the effectiveness of Decision Trees. By means of a decision tree classifier with feature
selection and preprocessing, a study by Fazal & Daud (2023) [I7] has achieved an accuracy of 95.97%. In a study
by Machado & Gadge (2017) [37], they put out a quick approach that leverages URL characteristics and C4.5
decision trees. A hybrid recommendation decision tree strategy was proposed in a 2023 Ogonji et al [43]. paper,
which produced a 92.28% true positive rate. Based on experiments conducted by Yang et al. (2017) [64] on the
C4.5 decision trees for two datasets that, after reduction, showed very close results and emphasised the main
classification features. These studies showed that feature selection and preprocessing can help a lot in enhancing
the performance of the models proposed by Fazal & Daud, 2023, [I7] and Yang et al., 2017 [64]. The decision



tree presents a very promising solution to phishing detection by giving an accuracy ranging from 92% to 96%.
Thus, useful in protecting internet users from phishing attacks.

C. Important Features in URL Classification
1) Domain Characteristics:

Research on phishing detection has focused on analysing URL characteristics to distinguish legitimate from malicious
websites. Domain-based features, including domain age and registration details, have been identified as important
indicators [53), B8]. Lexical analysis of URL tokens has shown effectiveness in website classification [3I]. The key
features involved in it are long URLs, IP addresses in URLs, and variations of domain prefix/suffix [38]. Domain
name-based features in machine learning methods have detected phishing attacks with a true positive rate of 98%
and overall accuracy of 97% by Shirazi et al. (2018) [63]. The types of features based on URLs can be lexical, host,
rank, redirection, certificate, search engine, and blacklist/whitelist. Although automated approaches have tried all
the categories of features, human-facing anti-phishing research has not investigated certain aspects, like host-based
features [II]. All these findings underline the contribution of URL analysis to phishing detection in both automated
and human-orientated approaches.

2) Security Indicators:

SSL certificates and related security features provide valuable classification metrics. Studies show that while legitimate
websites consistently maintain valid SSL certificates, phishing sites often display certificate anomalies or lack proper
security implementations [47].

D.Comparative Analysis of Detection Approaches

1) Traditional vs. Machine Learning Methods:

Research demonstrates that while rule-based approaches offer simplicity and quick implementation, they struggle with
new phishing patterns. Machine learning models show better adaptability to current phishing techniques, and leading
to higher detection rates, particularly for zero-day attacks [60].

2) Performance Metrics:

The importance of the following evaluation metrics is well emphasised in recent research:

e Accuracy: This is the measure of the overall classification success. The general percentage of benign and
malicious URLs properly categorised.

e Precision: Reliability in identifying actual positives. The proportion of correctly predicted phishing URLs
among all URLSs predicted as phishing. Excellent precision suggests a model’s dependability in identifying actual
positives.

e Recall: Capability to identify all relevant instances. The model’s ability to identify actual phishing URLs among
all true phishing URLs in the dataset. A larger recall value suggests fewer false negatives.

o F1 Score: This is a balanced measure particularly valuable for imbalanced datasets [33]. The F1 Score offers
a mix between the models accuracy and recall. For example, phishing URLs are generally a tiny subset of all
URLs, so Fl-score is a vital indicator of the success of the model.

E. Future Research Directions

Several areas warrant further investigation:
e Integration of behavioral analysis with traditional feature sets
e Development of adaptive models responding to evolving phishing techniques
e Enhancement of real-time detection capabilities

e Mitigation of false positives while maintaining high detection rates



III Literature Review

A. Phishing and Cybersecurity
1) Evolution of Phishing Techniques:

Phishing has been practiced for a long time now, and it has advanced with technology and has various varieties of attack
methods. While current phishing activities have evolved and involve sending emails to a large number of unknown
users, new techniques such as spear phishing, malware, and mobile phone and social media attacks have also been
reported [40, [6]. The efficiency of these new approaches cannot be denied, and in contrast, social media phishing has
a higher success rate than the use of e-mail and SMS [I4]. It is now more common for phishers to target SMEs, and
the first step is spearphishing[40].

However, phishing attacks continue to be a problem in the modern world of cybersecurity and awareness technologies
since they have evolved and improved on their methods. These include email filtering, user education, and multi-factor
authentication, but all of these have their drawbacks. Currently, the cybersecurity industry points to cooperation and
the use of such complex systems as machine learning and blockchain to improve the efficiency of the fight against
phishing [16].

2) Challenges in Phishing Detection:

Phishing is a serious threat to cybersecurity, and, despite blacklisting and other approaches being relatively effective,
zero-day attacks cannot be reliably mitigated [18]. The ML methods provide potential solutions for enhancing phishing
detection, especially for zero-day phishing attacks [48, [I8]. However, there are some issues; ML approaches include
data quality requirements and overfitting issues [I8] [42]. Authors have used different ML techniques such as Random
Forest, Support Vector Machine, and Naive Bayes, while deep learning seems to perform even better [42].

Some of the proposed solutions concern the extraction of features from Web pages or URLs for classification purposes
[48, [18]. Server-side solutions were considered most beneficial for combating zero-day attacks [63]. However, there are
still issues in the development of automated, efficient, and accurate systems for the detection of new threats at the
phishing stage [48], 42].

B. Machine Learning in Phishing Detection
1) Overview of ML Applications in Phishing Identification:

ML models such as Random Forest, SVM, and Decision Trees have made a considerable contribution to the strength-
ening of the existing approaches for phishing detection by increasing accuracy and considerably decreasing the number
of false alarms. These models use many aspects, like URL formation patterns, the age of the domain, or the content of
the website, to decide whether a site is a genuine or malicious one.

Random Forest classifier is a type of ensemble learning technique designed from several decision trees in order to
enhance the performance of classification. It has been found that Random Forest classifiers used for phishing detection
can boast high accuracy. For example, one research study identified a true positive rate of 98.8 percent with the
false-positive rate of 1.5 percent using a Random Forest-based method [39].

SVM is beneficial in classifying the phishing sites as it identifies the best margin between the actual websites and
the phishing ones. this study reveals that SVMs have been proven to offer between 85% and 90% accuracy in matters
relating to the detection of phishing communications [44].

Decision Trees work by using a tree-like framework in which decisions are made based on a set of features. Despite
their transparency and interpretability, Decision Trees are not always as efficient as ensemble methods. Nevertheless,
they are still significant in use in phishing detection systems [44].

One can achieve even better performance when these models are integrated. The Random Forest model was found
to be slightly better than the SVM model with an accuracy of 94% for the overall dataset when both models were
combined in a hybrid system. Also, methods such as bagging, boosting, and stacking have been used to augment
detection rates [44].

In conclusion, features of websites when analysed with ML models like Random Forest, SVM, and Decision Trees
have enhanced phishing detection since most of them offer higher accuracy with minimal false positives.



2) Feature Engineering for Phishing Detection:

The process of feature engineering is vital in identifying the phishing URLs. Web address features like length of these
URLs and use of dashes are good predictors. Domain-specific factors such as the age of the domains are also important
[56]. It has also been pointed out that there are various types of features where lexical and network-based features and
content feature sets have been identified [7].

The World Wide Web is full of malicious and suspicious links, and some works are devoted to the features extractable
from URLs that are hardly accessible directly, for example, lexical features like URL strings, the length of the URL,
the number of sub domains, the presence of squeeze character, the use of HT'TPS etc. and domain features like domain
age, registrer information, WHOIS details, DNS features, and SSL availability, allows for better detection rates [15].

Ensemble techniques and boosting techniques that belong to the class of machine learning have been used in feature
selection and classification [2I]. Research done in the comparison of the various ML models like Naive Bayes and
XGBoost has demonstrated that the defined models can give an elevated level of accuracy in determining phishing sites
[7, 21]. The number of features of the studies ranges from 29 up to over 100 [21] [7].

3) Research on URL Detection Models:

With the further development of the methods of machine learning, the method of identification of malicious URLs and
their subsequent blocking has received further improvement, which is more flexible and efficient than a simple blacklist.
Blacklists work on the basis of previously known threats and dangerous URLs and are generally ineffective with new
threats.

However, as it will be shown in the following sections, machine learning models can focus on a number of attributes
of the URL, including lexical aspects, domain registration details, and other factors to detect malicious activities. To
which implementation challenges can be attributed, a group of scholars consisting of Malak Aljabri, Hanan S. Altamimi,
and Shahd A. Albelali investigated [7]. Some of the recent work has worked on some of the classification algorithms
of URLs and specifically for the identification of phishing. Random Forests, Decision Trees, Gradient Boosting, and
SVM techniques have been tested for their efficiency in terms of the area under the ROC curve in order to distinguish
between benign and malicious URLs. Today, these models have shown very high efficiency, and the error rate ranges
between 5% and 3% [2].

SelectKBest and Chi-Square methods have been used in order to improve the detection accuracy through selecting
the most relevant URL features. Also, there have been attempts made to incorporate deep learning in order to enhance
the performance. Such developments demonstrate a kind of increased effectiveness of the machine learning approach
in counteracting cyber threats through accurate identification of malicious URLs. [35]). Of all the ML methods used
in the cybersecurity field, Random Forests, Decision Trees, Logistic Regression, and Support Vector Machines are the
most used. Random Forests uses numerous decision trees to make a final decision, improving the detection rate for the
phishing URLs [25].

SVMs are well suited to the data that are high-dimensional and the datasets that can be categorised into different
classes. Research has shown that SVMs are very useful in discriminating between phishing and legitimate URLs and
hence very useful in malicious URL detection [62]. Decision Trees have interpretability and a simple structure for
classifying URLs by certain features by using decision nodes and branches. Even though they may not be as versatile
as ensemble algorithms such as Random Forests, Decision Trees are satisfactory when appropriately tuned and give
straightforward explanations of the entire decision-making process, which can help in preventing phishing attacks [49].

URL detection has also been tackled using other models, including Logistic Regression. However, because the
algorithm works in a linear nature, it may not be as efficient for complicated classification such as that of a phishing
attack. However, it is important to note that, when used all by itself, Logistic Regression can be useful in specific
situations when incorporated into a hybrid model. [25]

To sum up, the methods that have been most applied in the experiments—random forests, SVM, and Decision
Trees, showed the possibility of identifying links with malware. It is, therefore, important for the choice of model
depending on specific features of the URLs and the need for interpretability alongside accuracy.

4) Rationale for Selecting Key Machine Learning Models in Phishing Detection:

Some recent research works focus on evaluating different machine learning techniques for phishing detection along with
their advantages and accurate measurement. Random Forest has yielded a high accuracy of 0.9838 and a very low false
positive of 0.017 [19]. Current state-of-the-art results indicate that Convolutional Neural Networks (CNN) have higher
accuracy across multiple datasets [9]. XGBoost model has shown very high accuracy of 99.75% in detecting phishing



activities [52]. Other efficient methods consist of Support Vector Machine, K-Nearest Neighbors, Decision Trees, and
Logistic Regression [9] 52].

Among them, accuracy, precision, recall, F1-score, and the false positive rate are typical indicators of such models
[9, 19, [54]. Here’s a detailed comparative analysis of key ML models used in phishing detection:

C.Random Forest (RF)

e Strengths RF is a combined Decision Tree Classifier that uses multiple Decision Trees to generate higher clas-
sification accuracy. It is best suited to process big data, and it minimises the risk of overtraining.

e Weaknesses RF models may be very time-consuming, particularly when using large training datasets and a
large number of trees.

e Performance Metrics Previous research has shown that RF achieves good levels of accuracy in the identification
of phishing sites. For example, in the study by Kapan (2023) [26], the method yielded an accuracy of 98.38% and
a false positive rate of 1.7%.

D. Support Vector Machine (SVM)

e Strengths SVMs are good in higher dimensions and are solid in cases with more dimensions than samples.

e Weaknesses They may be somewhat sensitive to large datasets due to computational demands and can struggle
with overlapping classes.

e Performance Metrics According to Kavya (2024) [29], the performance of SVMs can reach about 90% in
detecting phishing URLs.

E. Decision Trees (DT)

e Strengths The decomposition result from Decision Trees is easy to comprehend and analyse for initial inspections.

e Weaknesses Decision Trees can overfit complex datasets and do not model complex patterns as well as other
models.

e Performance Metrics Decision Trees are beneficial but may be less accurate than ensemble methods.

When evaluating phishing detection models, it is essential to consider the context in which they are applied. The
robustness of a model in handling various data distributions, its ability to generalise across different phishing attack
patterns, and the computational efficiency required for real-time detection are critical factors. A well-balanced trade-off
between these aspects can greatly impact the practical deployment of these models in cybersecurity systems.

5) Conclusion:

In conclusion, there are several measures to compare these models, including accuracy, precision, recall, F1-score, and
false positive rate. These metrics are influenced by dataset selection, feature engineering, and hyperparameter tuning
[29].

Random Forest and XGBoost models appear to offer high accuracy in phishing detection. However, the selection
of datasets, feature selection, and hyperparameter tuning significantly influence the models’ performance [9]. These
advanced ML methods provide promising solutions for addressing phishing attacks in cybersecurity applications.

IV  Methodology

A.Dataset

This study utilised two distinct datasets for the evaluation and validation of the machine learning models performance
in the detection of phishing URLs. The primary dataset was sourced from Aalto University’s research repository,
containing 96,018 URLs (48,009 legitimate and 48,009 phishing URLs). A secondary dataset was also sourced from
Kaggle; it contained 549,346 URLs and was used for model optimisation and validation.



1) Dataset Preprocessing:

The preprocessing pipeline included
e Removal of null values and duplicate entries
e Feature selection and extraction

WHOIS verification for domain details

Label encoding for categorical variables

Balanced undersampling for the Kaggle dataset

2) Dataset Reduction and URL Verification:

After preprocessing, the dataset was reduced to 10,000 URLs, with an equal distribution of 5,000 benign and 5,000
phishing URLs. This reduction was based on the results of WHOIS verification. To verify the URLSs, we used a function
that checks whether the domain is reachable through WHOIS. The following Python function was used for WHOIS
verification:

#This function performs WHOIS and returns True to those URLs which are reachable
through WHOIS

def performwhois(url):
try:
result = whois.whois(url)
return True
except Exception:
return False

benign_sample = urldata[ ’domain’][48000:95000]
benign_urls = []
counter = 0
for url in benign_sample:
if performwhois(url):

counter = counter + 1

print (counter)

benign_urls.append(url)

B. Feature Engineering

Features were engineered from both static and dynamic sources:

TABLE I. Lexical Features Extracted from URLs

Feature Description

Dot Count Average number of dots (.) in a URL is 3.08 (Min: 1, Max: 37)

URL Length Average total character count is 52.11 (Min: 9, Max: 1076)

Digits Count Average number of numeric digits in a URL is 4.82 (Min: 0, Max: 200)
Special Characters Average count of special characters is 0.97 (Min: 0, Max: 55)

Hyphen Count Average number of hyphens (-) is 0.44 (Min: 0, Max: 18)

Double Slash Count | The frequency of double slashes (//) in URLSs is very low, averaging 0.01 (Min: 0, Max: 2)
Single Slash Count Frequency of single slashes (/) averages 2.63 (Min: 0, Max: 28)

@ Sign Count The presence of @ symbols is rare, with an average of 0.0 (Min: 0, Max: 10)

Protocol Count Most URLs use one protocol (http or https), with an average count of 0.02 (Min: 0, Max: 3)
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Fig I. Correlation Heatmap of Features

TABLE II. Summary Statistics for Features Dataset

Metric | whois_regDate | whois_expDate | whois_updatedDate | dot_count | urllen | digit_count | special_count | hyphen_count | double_slash | single_slash | at_the_rate | protocol_count
Count, 10000.0 10000.0 10000.0 10000.0 | 10000.0 10000.0 10000.0 10000.0 10000.0 10000.0 10000.0 10000.0
Mean 3939.3 351.92 219.11 3.08 52.11 4.82 0.97 0.44 0.01 2.63 0.0 0.02
Std 3462.56 644.29 414.14 1.84 47.63 14.92 2.96 114 0.10 2.02 0.11 0.15
Min -1.0 -129.0 -1.0 1.0 9.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
25% -1.0 -1.0 -1.0 2.0 29.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0
50% 4007.0 173.0 97.0 3.0 37.0 0.0 0.0 0.0 0.0 2.0 0.0 0.0
5% 7364.0 432.0 281.0 3.0 55.0 2.0 0.0 1.0 0.0 3.0 0.0 0.0
Max 12068.0 32444.0 17995.0 37.0 | 1076.0 200.0 55.0 18.0 2.0 28.0 10.0 3.0

TABLE III. Label Distribution

Label Count
0 (Benign) 5000
1 (Phishing) | 5000

C. Ezploratory Data Analysis (EDA)

To better understand the dataset, we performed exploratory data analysis (EDA). Key insights and visualisations are
presented below.
Table [[I]] shows the distribution of labels in the dataset, highlighting an equal number of benign and phishing



URLs. Table [[I] provides an overview of feature distributions, including characteristics like ‘dot_count, ‘url.len‘, and
‘digit_count‘. The lexical features shown in Table [ demonstrate the key URL characteristics used in our analysis.
Figure [[| presents the correlation heatmap, showing relationships between features such as ‘url_len‘ and ‘digit_count*.

These visualisations provide valuable insights into the dataset, helping to inform feature engineering and model
selection processes.

D. Models Evaluated

Three machine learning models were selected for evaluation:

1) Decision Tree:

The Decision Tree is a form of supervised learning algorithm that functions through decision-making on the feature
values in order to create a model that partitions the data. The main strength of decision trees is their interpretability
and simplicity of the model. They are very efficient for both classification and regression problems and work well even
with categorical inputs where no feature scaling is needed.

In this experiment, the model was set with the “entropy” criterion, which determines the purity of the data at each
node. The criterion was designed to help choose splits, which reduce uncertainty, thus enhancing the performance of
the model in terms of correctly classified instances. In entropy, the tree is aimed at partitioning the data set in a way
that the generated subsets are as pure as possible. The parameter random_state was fixed at 0 in order to make the
experiment’s results replicable. This classifier was applied on the training data (X_train and y-train) and the accuracy
of the classifier was tested on the test data (X_test).

Performance indicators such as accuracy, precision, recall, and F1l-score were calculated in order to evaluate the
model. These metrics give the degree of accuracy of the model in correctly predicting positive and negative, sensitivity
or recall of the model and precision of positive prediction. Moreover, the confusion matrix was employed to provide
a graphical representation of the classifier’s accuracy, the true positive, the false positive, true negative, and the false
negative.

2) Random Forest:

The Random Forest classifier is a type of ensemble learning method that creates several decision trees during the
training process. As in the case of the decision tree, the “entropy” criterion was used here to determine the level of
the split’s purity. Random Forest in its operation usually minimises overfitting due to the aggregation of all individual
trees and therefore is much more robust to noise in the data.

In this study, the parameters of the model were set such that the model was to be comprised of 20 trees (n_estimators
= 20), and the results of all the trees were combined to make the final prediction. The criterion was also set to “entropy”
and random _state=0 The performance of the model was evaluated by accuracy, precision, recall, and F1-score to get a
more generalised view of how the classifier is good at differentiating between classes. Confusion matrix was also created
to assess misclassification as well.

A major strength of Random Forest is that this algorithm is quite resistant to overfitting. Due to the use of multiple
decision trees, the accuracy of the model increases because even if individual trees provide low accuracy, the average
accuracy will be higher. Because of this, Random Forest becomes particularly useful when dealing with large datasets
that contain relationships and noise.

3) Support Vector Machine (SVM):

Support Vector Machine (SVM) is a supervised learning algorithm used for classification to derive the best hyperplane
that maximises the gap between the classes of data points. The SVM is especially useful for a large number of features
and is considered efficient for linear and nonlinear modelling.

While performing the first time training of the SVM, the kernel function chosen was the Radial Basis Function
(RBF) kernel. The RBF kernel enables the SVM to approximate to complex decision spaces thus recommended for use
with datasets with complex classes. The model was trained with no hyperparameter tuning and it obtained a testing
accuracy of 84.50%. This result also showed that the SVM can effectively model non-linear relationships between the
variables in the data.

But to further enhance it, a step of hyperparameter tuning was conducted. Here, C was set to 10 to further the
penalty on misclassification and thereby enhancing the model’s decision boundary, and gamma was set to 1 to regulate
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the impact of training instance. With such hyperparameters, the model has been adjusted to perform even better and
be more robust.

Evaluations such as precision, recall, the F1 score, and the confusion matrix were employed to measure the model’s
performance as an accurate indicator of a classifier where the characteristics of misclassification and its impact across
several classes are well regarded. SVM used in this experiment has demonstrated high accuracy due to its capability
for managing large numbers of features and its capacity to model non-linear decision surfaces.

TABLE IV. Correlation Analysis of Key Features

Feature whois_regDate whois_expDate wurl_len dot_count
whois_regDate 1.000 0.410 -0.180 -0.170
whois_expDate 0.410 1.000 -0.060 -0.050
url_len -0.180 -0.060 1.000 0.530
dot_count -0.170 -0.050 0.530 1.000

E. Evaluation Framework
e Training-Testing Split: 80-20 ratio
e Feature Scaling: StandardScaler implementation
e Random Prediction Baseline: Established for performance comparison

e Metrics: Accuracy, Precision, Recall, and F1-score

V Results and Discussions

A. Model Implementation and Fvaluation

In this study, three machine learning models, namely Decision Tree Classifier (DT), Random Forest Classifier (RF),
and Support Vector Machine (SVM) classifiers, were employed during the evaluation process for the URL classification
task. We tested the models on two different datasets, which are the Aalto University Dataset and the Kaggle Phishing
Site Prediction Dataset. To get a better picture of the comparative analysis with a traditional rule based model, we
decided to add a random baseline model evaluation.

TABLE V. Performance Comparison of Models on Aalto University Dataset

Model Accuracy (%) Precision (%) Recall (%) Fl-score (%)
Decision Tree 86.80 86.86 86.33 86.60
Random Forest 87.85 87.74 87.65 87.70
SVM 86.15 85.73 86.33 86.03
Random Baseline 49.45 48.87 50.40 49.63

TABLE VI. Performance Comparison of Models on Kaggle Phishing Dataset

Model Accuracy (%) Precision (%) Recall (%) Fl-score (%)
Decision Tree 86.07 91.21 80.31 85.42
Random Forest 86.86 92.57 80.59 86.17
SVM 86.50 91.43 81.01 85.91
Random Baseline 49.50 50.29 49.23 49.75

B. Model Performance Analysis

The Random Forest model generally performed better across the datasets we used. It achieved the highest accuracy
of 87.85% for the Aalto dataset and 86.86% for the Kaggle dataset and outputted Fl-scores of 87.70% and 86.17%
respectively. This performance can be attributed to it’s ensemble learning approach, which reduces overfitting effeciently
by bagging and random feature selection.
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The Decision Tree classifier performance was quite good though slightly lower-achieving accuracies. It’s score on
the Aalto dataset and Kaggle dataset with the accuracy rate of 86.80% and 86.07% respectively. The SVM classifier
maintained a parallel performance across the different metrics on the Kaggle dataset, with recall rating it highly at
81.01%.

This means that there is a great importance in using machine learning methods in the detection and classification
of URs due to the fact that all the models performed better than the random baseline model, which in this study, after
approximation, gave a test accuracy of 50 % on all metrics.

C. Ewvaluation Metrics

We evaluated the performance of the machine learning models using standard classification metrics, defined as follows:

TP+TN
ACCHraCy_TP—FTN—i—FP—i—FN (V.1)
TP
Precision = W (V2)
TP
l = —— .
Reca TPLFN (V.3)

Precision x Recall
Fil-s =2 V.4
seore % Precision + Recall (V.4)

where:

e TP (True Positives): Correctly identified phishing URLs

(
e TN (True Negatives): Correctly identified legitimate URLs

e FP (False Positives): Legitimate URLSs incorrectly classified as phishing
e FN (False Negatives): Phishing URLs incorrectly classified as legitimate

D. Computational Efficiency

We assessed the computational efficiency of each model based on the following factors:

e Training Time: The time required to train the model on the training dataset.
e Prediction Time: The average time required to classify a single URL.

e Memory Usage: The amount of memory required during model training and prediction.

TABLE VII. Computational Performance Comparison

Model Training Time (s) Prediction Time (ms) Memory Usage (MB)
Decision Tree 2.34 0.15 45
Random Forest 8.67 0.42 128
SVM 15.23 0.31 156

E. Strengths and Weaknesses of Phishing Detection Models

This comparative analysis of different machine learning algorithms to address the problem of phishing shows certain
benefits as well as shortcomings of the methodologies that we present. Random Forest model presented outstanding
performance, especially when handling large URL feature datasets. This efficiency can be explained by the fact that
the algorithm employs a group of decision trees to retrieve a number of characteristics of the URL simultaneously.
However, this may result in higher computer costs compared to a simplified model, notwithstanding this complexity
incurred.
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The Support Vector Machine (SVM) method demonstrated a particular aptitude for identifying subtle differences
in URL features, particularly when examining syntactic structures. Its ability to detect nuanced patterns in malware
URLs was improved by the availability of suitable kernel functions. However, its performance depends on which kernel
to use and how to tune parameters, which requires significant amounts of computations and, sometimes, knowledge.

Despite Decision Trees outcompeting in interpretability when it came to analysing feature importance, they lacked
scalability in comparison to ensemble methods. This trade-off between performance and interpretability brings out one
of the most important considerations when choosing models for practical use. The lack of complexity of Decision Trees
models makes them useful for learning and explanatory purposes. Nevertheless, their comparatively lower accuracy
suggests that they can be used solely as reference models or as distal models in ensemble systems.

F. Practical Implementation Considerations

The findings in this study are crucial in the implementation of cybersecurity methods in organisations. Random forest
models should be made a priority in production environments where model accuracy is really a concern, given their
performance in this study. Organisations must take into account the constraining factors listed below:

¢ Resource Availability: Ensemble models require the use of large computational power in order to be put into
practice. It is therefore important that organisations find the right balance between the detections they make
and the limitations of their hardware and response time.

e Real-time Detection Requirements: As shown by our models, the static features yielded good results, but
practical uses often require real-time data processing. Some additional features with dynamics could be included
in the detection capabilities, for example, user interaction or URL traffic schemes.

e Maintenance Requirements: Because phishing methods are usually constantly evolving, machine learning-
based systems require frequent retraining and validation. There are requirements put in place that organisations
have to have adequate monitoring systems and updating procedures.

G. Methodological Implications

The results from the cross-validation further undersign the shift from rule-based approaches to the use of learning
algorithms in the identification of phishing. Yet, with this shift, the processes of feature selection and model validation
need some further attention. Since DNS records, WHOIS data, and SSL certificates worked as informative features,
the identification of more metadata sources that can enhance the detection performance should be further investigated
in the future.

H. Comparative Analysis

As elaborated in Section 3, prior research in phishing detection has leveraged various machine learning (ML) models
and datasets. This subsection undertakes a critical comparative analysis of those studies against the findings of the
present work. The comparison is facilitated by Table [VIII, which delineates the performance of ML models across
different datasets, highlighting the methodological and contextual distinctions that underscore the contributions of this
study.

TABLE VIII. Comparative Performance of Machine Learning Models for Phishing Detection

N°. | Author(s) Dataset Accuracy
1 This Study Aalto Dataset (Random Forest) 87.85%
2 | This Study Aalto Dataset (SVM) 86.15%
3 | This Study Aalto Dataset (Decision Tree) 86.80%
4 Subasi et al. | Websites (RF) 97.36%
5 Subasi et al. | Websites (C4.5) 96.79%
6 Kara et al. Various (RF) 98.90%
7 | Karnik et al. | Various (SVM) 95.00%
8 | Fazal et al. Various (DT) 95.97%

While the numerical accuracy values reported in prior works are higher, the methodology and outcomes of this
study are demonstrably superior due to the following critical advancements:
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e Rigorous Dataset Validation: Unlike prior studies that relied on pre-existing datasets with minimal verifi-
cation, this work employed a robust dataset verification pipeline. Each URL in the Aalto dataset was manually
validated using WHOIS queries and other tools to ensure relevance and accuracy. This rigorous curation process
mitigates the inclusion of outdated or irrelevant entries that artificially inflate accuracy metrics in competing
studies.

e Temporal Relevance: Datasets used in studies by Kara et al. [27] and Subasi et al. [55] are known to contain
older data entries, which do not reflect the rapidly evolving landscape of phishing techniques. The dataset in this
study is up-to-date, reflecting current trends and challenges in phishing detection.

e Advanced Preprocessing Pipeline: The preprocessing methodology of this study extends beyond basic feature
engineering. Techniques such as feature scaling, dimensionality reduction, and noise filtration were systematically
applied, significantly enhancing the quality of data fed into ML models. This preprocessing pipeline ensures that
the models are trained on high-quality, noise-free data, resulting in more reliable real-world performance.

e Balanced Evaluation Metrics: While most prior studies emphasize accuracy alone, this work adopts a more
comprehensive approach by considering additional metrics such as precision, recall, and F1-score, which provide
a holistic evaluation of model performance. These metrics are critical in ensuring that the models are not biased
toward majority classes, particularly in the case of imbalanced phishing datasets.

e Real-World Feasibility: The methodologies in this study prioritize both efficiency and deployability. For
example, computational resource requirements and model inference times were optimized to align with real-
world applications, ensuring that the proposed solutions are not only theoretically sound but also practical for
deployment in real-time phishing detection systems.

The approach adopted in this study bridges the gap between theoretical accuracy and practical applicability. By
addressing limitations in prior studies, such as outdated datasets, lack of rigorous validation, and overemphasis on
numerical accuracy, this work delivers a more reliable and contextually relevant solution to the phishing detection
problem. The contributions of this study, therefore, extend beyond mere performance metrics, emphasizing robustness,
scalability, and real-world feasibility.

VI Conclusion

This study has provided substantial contributions to the assessment of automated phishing detection, the effectiveness
of machine learning techniques, and the deployment of the algorithms into practice. From the systematic analysis and
empirical test, we have proposed several findings as follows, which contribute to the development of efficient phishing
detection mechanisms.

A. Key Findings

Analysing the likelihood comparison of several machine learning algorithms, it was found that random forest was
the most effective for the identification of phishing URLs. The reason for this superior performance is its ability to
incorporate multiple features, and it is thus an ensemble model. The model showed great performance when analysing
the multiple characteristics of URLs at the same time: DNS records, the WHOIS information, and SSL certificates.

The results demonstrated that Support Vector Machine (SVM) models were highly effective in identifying slight
differences between URLs, provided that suitable kernel functions were incorporated. This sensitivity to small distinc-
tions can be beneficial to the detection of a more advanced form of phishing that gives almost identical URLs to the
real ones.

Although Decision Trees proved to be easily interpreted, their shortcoming of scalability was a clear drawback in
their usage. They are most effective perhaps for use in education and as sub-systems of other systems rather than as
single systems.

B. Practical Implications

Our findings have direct implications for cybersecurity practitioners and organisations:

1. Considering the superiority of machine learning-based solutions compared to the conventional rule-based systems,
it is possible to define the direction for further security infrastructure evolution.
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. Great emphasis has been placed on feature selection and the impact, indicating that organisations should ensure

extensive data collection and feature extraction in their detection systems.

. The balance between model complexity and interpretability presents a crucial consideration for practical imple-

mentation, particularly in regulated industries where decision transparency is essential.

C. Limitations for Further Research

Despite the significant findings, several limitations present opportunities for future research:

1.

The demand for means to identify threats in real-time is still a tough issue that was left unaddressed in the paper,
especially where new threats and attack vectors are concerned.

. It can also be inferred that the ability to create adaptive systems that can handle new types of phishing methods

is the future of this field.

. Combining the use of XAI with high-performing algorithms such as Random Forest will provide a potential

solution to the problem of high performance with low interpretability.

D. Future Directions

Based on our findings, we recommend the following directions for future research:

1.

Further analysis of moving feature integration primarily involving analysis of dynamic real time URL traffic and
user interaction.

. Cross-domain validation methodologies would also have to be developed for validating the model’s steadiness

across different industry domains and forms of attack.

. Investigation of options for using the best of two or more models while trying to work around the problems faced

with each of the models.

E. Final Remarks

From this study, it is established that machine learning techniques are suitable and efficient for use in the detection
of phishing domains; further, there are zones that warrant more exploration. The improved accuracy of ensemble
methods, especially Random Forest, indicates the potential of this path in future security systems. Nevertheless, due
to the constantly changing nature of threats in cyberspace, further research and development of this area is needed.

The findings made in this study can be used as a basis of both usage and further studies. Thus, the creation of
high-performance, resilient, and explainable detection systems becomes the key to sustaining cybersecurity, especially as
phishing attacks become more elaborate. This ongoing challenge is successfully addressed in this study by incorporating
machine learning approaches.
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