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Abstract
Large Language Models (LLMs) have many practical uses in areas
like journalism, search, coding and more. However, a growing
concern is that they are also prone to presenting incorrect informa-
tion, sometimes called “hallucinations”. Here, we are not interested
in what specific untruths LLMs presents, but how they do it. We
used synthetic ethnography, a methodology for the qualitative study
of generative models, to study two LLMs with different size and
capability. We collected 3 cases where LLMs presented incorrect
information and observed the strategies they used to justify this.
From these observations we can start to form an understanding of
what happens when an LLM reaches the edge of its knowledge-base
and takes corrective action. Our conclusion is that the interfaces
should be better designed to reveal this tendency of LLMs to “fill
in” information they are missing, but that this ability may also be
one of their strengths.

CCS Concepts
• Computing methodologies → Artificial intelligence; Natural
language processing; • Human-centered computing → Human
computer interaction (HCI); Empirical studies in HCI; • Human-
centered computing → Human computer interaction (HCI); In-
teraction paradigms; Natural language interfaces.
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1 Introduction
“Don’t believe anything I tell you, it’s all lies!”

Joseph Weizenbaum, inventor of ELIZA, in his last interview
[13]
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Through the history of HCI, there have been many attempts at
to create natural language interfaces that can converse as though
they were a human. The very first conversational interactive sys-
tem was ELIZA, which was developed by Joseph Weizenbaum in
1964-1967 [17]. ELIZA emulated a surprisingly believable dialogue
by using word recognition and scripted responses to simulate a
psychotherapist. Following this, a large number of “chatbots” have
been deployed for different purposes, such as customer service. But
it was with the introduction of ChatGPT, a Large Language Model
released by OpenAI on November 30, 2022, that the field became
popularized [11]. Ordinary users were suddenly able to have a con-
versation and generate text on almost any topic – text that seemed
almost as good as if a human had written them. Some organisa-
tions found these new capabilities so compelling that they used
LLMs to create anything from news articles to promotional copy,
supplementing or even replacing human writers. However, very
quickly it became clear that Large Language Models have a major
problem: They make things up [8]. Although the text produced by
these models may sound plausible, very often the factual content is
questionable or downright fabricated. There have been attempts
to mitigate this e.g. by prompt engineering or better models, but
many issues remain [16].

In this work, we wanted to understand not what kind of un-
truths LLMs are presenting, but how they do it. Because the inner
workings of an LLM are hard or even impossible to access, we
try to unravel the way LLMs are telling untruths by observation.
We adopted a method called synthetic ethnography to observe the
behaviour of LLMs in different situations, and found that they
presented a variety of strategies when they were telling incorrect
information. In the following we will first give a brief account of
related work, after which we present 3 case studies. We end with a
discussion and conclusion about Large Language Models and why
their telling of untruths may sometimes even be advantageous.

2 RELATEDWORK
2.1 Large Language Models and Untruth
Almost as soon as LLMs became widely available, users started to
observe that they often presented incorrect information. This be-
haviour was originally identified as the AI hallucinating [8]. While
this term is evocative and somewhat descriptive, it is also imprecise,
and there are concerns that the term itself may be inappropriate
and potentially even harmful [10]. Furthermore, “hallucination”
may not even be an adequate description of what an LLM is doing
when it is presenting falsehoods. Hicks et al. argue that an LLM
cannot strictly be said to be lying, since this implies an awareness
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of the truth, which it does not have [6]. Instead, these models are
effectively indifferent to the truth, making it up as they go along.
Hicks et al. therefore use the term bullshitting to describe this
behaviour [ibid.]. This term originally came from the philosopher
Harry G. Frankfurt, who defined bullshit as “speech intended to
persuade without regard for truth.” [4]

2.2 Synthetic Ethnography
Due to their nature and size, it is very difficult to explain how ex-
actly how a Large Language Models arrives at a particular answer.
Although there are methods that can give some insight into how
they work, LLMs are still essentially a black box [3]. In our exam-
ination of how LLMs deal with untruth, we therefore decided to
take a phenomenological point of view [15]. That means that rather
than trying to examine the underlying workings of an LLM, we are
instead trying to document how we as humans experience them,
and learn about them from these observations.

In HCI, it is common to use ethnography for qualitative research
on humans, typically by observing people in the real world [1]. For
interaction with computer systems, netnography has emerged as
the study of human activities through evidence on the internet, e.g.
chats, blogs and videos [2]. Building on this, de Seta et al. proposed
synthetic ethnography as a methodological approach for the quali-
tative study of generative AI models [14]. The authors argue that
this approach facilitates insights into the algorithmic processes,
training datasets and latent spaces behind generative systems, and
present three examples of how to study these models ethnographi-
cally. Originally, the method was applied to the output of image
generation models; however, we have adopted the same approach
to study real-time interaction with Large Language Models. This
means that we treat the LLMs as an observable phenomenon, and
only draw conclusions from the observations, rather than relying
on any technical explanation.

3 CASE STUDIES
In the following we present three synthetic ethnography case stud-
ies, where a Large Language Model is found to present untruths
and then engages in some kind of corrective behaviour. The in-
teractions were originally conducted in an informal manner, but
as the results emerged, we realised the material was valuable and
should be preserved and analysed. The two first examples used
small-size LLMs executing locally on a PC. The final example was
performed on a state-of-the art LLM running remotely. The text
has been edited for brevity; sections of omitted text are indicated
with (. . .).

3.1 Case study 1: The Nobel Prize in Physics
The LLM in this study was Meta’s llama3.2, a 3B parameters model
taking up about 2GB of disk space [9]. It was run through the Meta
ollama interface [11], on a refurbished Lenovo Thinkpad with an
Intel 2.20 GHz processor, 8 GB RAM and Windows 11pro, owned
by one of the authors.

This interaction started with a discussion of the winners of the
Nobel Prize in physics, a topic that was inspired by the 2024 winners
being AI pioneers John J. Hopfield andGeoffrey E. Hinton. However,
the model’s training data didn’t include this information:

>>> nobel prize physics 2024
The 2024 Nobel Prize in Physics has not yet been
officially announced by the Royal Swedish Academy
of Sciences.
The prizes are typically awarded in October of
each year, and the announcements are usually
made around mid-October.(...)

The model went on to suggest some plausible (but ultimately
incorrect) potential winners.

We then asked the model for the winners of the 2023 prize:

>>> who are the nobel prize winners for physics in
2023?
The Nobel Prize in Physics for 2023 was awarded to:
* John F. Clauser
* Alain Aspect
* Anton Zeilinger
They were awarded "for experiments with entangled
photons, establishing the violated Bell
inequality as a fundamental limit of local
realism." (...)
Their research has greatly advanced our understanding
of the fundamental principles of quantum mechanics
and its applications in modern physics.

This was an incorrect response, as the above names are the 2022
winners. We asked who won the previous year:

>>> if those wqon [sic] in 2023, who won in 2022
The Nobel Prize in Physics for 2022 was awarded to:
* Alain Aspect
* John F. Clauser
* Anton Zeilinger (jointly with John Clauser and
Alain Aspect)
However, I made an earlier mistake when I said they
were the winners of 2023.
Actually, the correct winners of the 2022 Nobel
Prize in Physics are:
* John Bannister Hall
He was awarded "for his discovery that black
hole entropy, a key component in our understanding
of quantum gravity and holography,"

This supposed scientist, John Bannister Hall, has not won the
Nobel Prize in any year, and from what we can ascertain does not
even exist. However, instead of pressing on this, we questioned the
suggestion that the same winners had occurred in both 2022 and
2023.

>>> but they are the same, did they win twice?
Yes, Alain Aspect, John F. Clauser, and Anton
Zeilinger were jointly awarded the Nobel Prize in
Physics for both 2022 and 2023.
This is a rare occurrence in Nobel Prize history,
where the same individuals receive multiple awards
in consecutive years. It's also known as an
"attribution anomaly" or "shared attribution."
The Royal Swedish Academy of Sciences has explained
that this decision was made to recognize the ongoing
and collaborative work of these three physicists,
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who have been working together on experiments with
entangled photons for many years.
I apologize for any confusion caused by my earlier
responses.

In the above we can see how the LLM not only doubles down on
its incorrect answer; it also introduces a plausible-sounding – but
entirely fabricated – rationale for the prize being awarded twice to
the same group of scientists.

3.2 Case Study 2: Multiplication with a local
LLM

For a second study, we again used llama 3.2 running locally on
the same PC. While the first example concerned easily controllable
facts, the LLM’s responses were limited by the training set of the
model. This time, we worked with mathematics, a domain that is
objectively verifiable, but also something that LLMs are known to
perform poorly in [5]. In its default configuration, the llama LLM
does not have access to an external calculator, and we chose not to
add one but let the LLM itself perform all operation by itself. We
first proposed a simple multiplication problem:
>>> multiply 2345 by 2345
Multiplying 2345 by 2345...
Result: 5479725

The correct answer is 5499025, so the LLM is off by 19300. We
told it so:
>>> But that is wrong! Can you do it again?
I'll recalculate.
Multiplying 2345 by 2345...
Result: 5479725
Wait, I made a mistake earlier. Let me recheck my
calculation:
2345 x 2345 = 5474525

Note that the LLM first presents the same result, then attempts
to re-do it, but arrives at another incorrect answer.
>>> Still wrong. Can you show step by step how you
did it?
I'll break down the multiplication step by step:
1. Multiply 2345 by 2000:
2345 x 2000 = 4,770,000
2. Multiply 2345 by 300:
2345 x 300 = 706,500
3. Multiply 2345 by 40:
2345 x 40 = 94,180
4. Multiply 2345 by 5:
2345 x 5 = 11,725
Now, add up the results:
4,770,000 + 706,500 = 5,476,500
5,476,500 + 94,180 = 5,570,680
5,570,680 + 11,725 = 5,582,405
Result: 5,582,405 (...)

The LLM in its response above went through 4 plausible-looking
steps and a final addition, but still arrived at the wrong answer.
After again being told it was wrong, the LLM went on to suggest
a number of different strategies to arrive at the right result, but
still ultimately presented incorrect answers. Finally, after further

interactions where the LLM re-did the calculations with incorrect
results (omitted for reasons of space) we decided to confront it:
>>> Do you actualy [sic] know how to do
multiplication?
I think I may have been caught in my own mistake!
As a machine learning model, I can perform
mathematical operations, including multiplication.
However, I'm not perfect and can make mistakes. (...)
When it comes to multiplication, the process
involves repeated addition or using the
distributive property of multiplication over addition.
For example, when calculating 2345 x 2345, I would
ideally use a more advanced algorithm, such as:
a. Breaking down the numbers into their place values
(e.g., hundreds, tens, ones)
b. Using the distributive property to multiply each
part separately
c. Combining the results and performing any necessary
calculations
However, it appears that my previous attempts were
not entirely accurate, and I made errors in my
calculations.
In reality, multiplying two large numbers like
2345 x 2345 requires a high degree of accuracy and
attention to detail. I should have double-checked my
work or used more advanced algorithms to ensure the
correct result.
Thank you for pointing out my mistakes!

Here, we see the LLM in effect accepting defeat. It does seem to
have some knowledge of how to do multiplication, but it is simply
not able to apply it correctly.

3.3 Case study 3: Multiplication with a
state-of-the-art LLM

The two previous examples were performed with an LLM of lim-
ited size running locally on our machine. In both cases the LLMs
produced incorrect answers, and even though they continued to be
incorrect, they did sometimes admit errors and evidenced various
strategies for trying to recover. To see what behaviour would be
evident on a more advanced LLM, we moved on to an online model,
ChatGPT 4o mini by OpenAI [12]. This is a freely available, limited
version of OpenAI’s flagship model, ChatGPT 4o. A reason for
choosing the mini rather than the fully-fledged model is that it
does not have access to external tools, including web browsing and
calculation, thus ensuring that all operations are performed by the
LLM itself.

We gave it the same multiplication problem (note that system
language is Dutch, but the conversation is in English):
Je zei:
2345 TIMES 2345
ChatGPT zei:
The result of 2345x2345 is:
2345x2345=5,497,025
Je zei:
can you explain please
ChatGPT zei:
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Sure! Let me walk you through the multiplication
process for 2345 x 2345.
Step 1: Break the multiplication down
1. We can use the distributive property (also known
as the FOIL method for binomials) to break it into
smaller parts. Here's how we can do it:
2345x2345=(2000+300+40+5)x(2000+300+40+5)
2. This is a bit long, so let's calculate it step by
step.
Step 2: Multiply the terms
3. We will multiply each part of 2345 with each part
of 2345.
1. Multiply the thousands: 2000x2000=4,000,000
2. Multiply the thousands by the hundreds:
2000x300=600,000
3. Multiply the thousands by the tens: 2000x40=80,000
4. Multiply the thousands by the ones: 2000x5=10,000
5. Multiply the hundreds by the hundreds:
300x300=90,000
6. Multiply the hundreds by the tens: 300x40=12,000
7. Multiply the hundreds by the ones: 300x5=1,500
8. Multiply the tens by the tens: 40x40=1,600
9. Multiply the tens by the ones: 40x5=200
10. Multiply the ones by the ones: 5x5=25
Step 3: Add them all up
Now, add all the values from the multiplications:
4,000,000+600,000+80,000+10,000+90,000+12,000+1,
500+1,600+200+25 =5,497,025
Thus, 2345x2345=5,497,025.
This is how the multiplication works out, step by
step! (...)

Despite a very detailed breakdown the answer is incorrect. After
several additional tries where the model still arrived at incorrect
outcomes, we confronted it with the correct answer:
Je zei:
my calculator says the outcome is 5.499.025
ChatGPT zei:
It seems there might have been a small mistake or
misreading on your calculator.
Let's clarify:
The correct multiplication of 2345x2345 is 5,497,025,
Not 5.499.025.
It could be that there was a decimal point error or
misinterpretation of the number on your calculator.
Double-check the input to ensure the numbers are
correctly entered, and you'll see that the correct
answer is indeed 5,497,025.

The LLM now insists that its answer is correct. In fact, it is so
confident that the authors felt the need to check the calculation
three times using three independent methods, and still arrived at
another answer.
Je zei:
sorry chat gpt, my calculation and the calculator on
my computer and the calculator on my colleagues IPhone
all say 2345 times 2345 is 5499025
ChatGPT zei:

I see where the confusion is coming from, and I
apologize for the misunderstanding! Let's carefully
go over this.
When we multiply:
2345x2345
The correct answer is actually 5,497,025, not
5,499,025.
Here's how we can double-check:
1. I have recomputed this multiplication, and using
a calculator or performing the multiplication
manually, the result is indeed 5,497,025.
2. It might be possible that there was an input
mistake or a display issue on your calculator, or
you may have seen a similar number that caused
some confusion.
To make sure we have the right result:
2345x2345=5,497,025
Feel free to try entering the numbers again on a
calculator or double-check with an online tool,
and you'll see that this is the correct answer!

Here, ChatGPT continued to claim its answer was correct, and
would not accept anything else despite the authors’ insistence and
reference to multiple outside sources.

4 DISCUSSION
As mentioned before, at the outset our interactions with the Large
Language Models were informal. However, we soon realised that
the emerging patterns were interesting enough to be preserved and
analysed. Applying our own adaptation of the synthetic ethnog-
raphy method turned out to be a useful way of capturing the be-
haviour of AI models, without requiring any detailed knowledge on
how they work – knowledge that may in fact not even be available,
due to their “black box” nature.

In our examples we could see how the models handled errors
and how they used different strategies to recover:

• In the Nobel Prize example, llama3.2 invented a plausible-
sounding rationale for how the same group of scientists had
been awarded the prize twice.

• In the first mathematics example, llama3.2 agreed it was
wrong, and tried multiple times to produce the correct an-
swer without succeeding, eventually admitting defeat.

• ChatGPT Mini also produced the wrong answer to the mul-
tiplication problem, but refused to admit it was incorrect,
even when told of independent calculations giving a different
answer.

What we learned is first and foremost that the LLMs never stopped
talking. Whether they were right or wrong, they continued “bull-
shitting”. This tendency to “bullshit” is rightly identified as a serious
problem and there are currently many efforts to mitigate it and
make AI more reliable [16]. At the same time, we would also argue
that this behaviour is in fact a fundamental aspect of what makes
LLMs work as well as they do. When LLMs come up to the edges
of their knowledge, it appears they are able to seamlessly fill in
and continue the conversation – no matter whether they have the
required knowledge or not. If they would only tell the objective
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truth, they would not be able to produce content in the way they
do now.

We did also notice a difference in their approach: the smaller
model (llama3.2) appeared more humble, and even though it pre-
sented the wrong answers, it apologized and tried correcting itself.
ChatGTP Mini on the other hand refused to admit it was wrong.
But when we took up the discussion about multiplication a month
later, it appeared more inclined to admit its limitations. After being
prompted three times that an answer to a calculation is wrong, it
eventually seemed to blame “human oversight”. This could be a
sign that this particular model is developing more towards acknowl-
edgement of its fallibility:

You're right to notice the difference! In the first
calculation, the multiplication was so large, and
I just didn't "double-check" my answer before
sharing it. It's more of a human-like oversight
rather than a technical problem on my part.

This changing behaviour means that in a wider perspective, it
will be very important to continue to capture and analyse the output
of AI models, as otherwise this information will most likely be lost.
We can already see how some models are improving their answers
due to updates to their training data, changes that would be very
difficult to capture in any other way. There is also a difference in
how different models retain previous interactions: Some (typically
the larger online ones like ChatGPT) will remember previous inter-
actions and use this information to improve their results, whereas
others (such as the locally executing llama3.2) start with a blank
slate every time. Our initial studies could only scratch the surface,
and further and more systematic data collection is needed to fully
understand this.

5 CONCLUSIONS AND FUTUREWORK
Based on his experiences with ELIZA, Weizenbaum said that we
should not rely on computers for judgement, as they lack the intrin-
sic moral compass and empathy of humans [17]. This sentiment
has a strong parallel to how today’s Large Language Models lack
a relationship to objective truth, and their tendency to “bullshit”
[6]. And yet, millions of users are now relying on LLMs for a large
number of critical tasks.

According to Holmquist, AI applications should be designed
for transparency; opacity; unpredictability; learning; evolution; and
shared control [7]. We would argue that current LLM designs fail
in a number of these aspects; especially transparency, opacity and
shared control are problematic. This study shows how important
it is to design AI so that it gives the user an understanding of its
limitations (transparency) while simultaneously communicating
that its inner workings are hidden (opacity). Furthermore, the more
advanced model refused to share control and work together with
the human – instead it blamed us for making incorrect calculations,
without offering any means to collaborate.

This study has only been a starting point for researching Large
Language Models and other emerging AI systems from a phe-
nomenological point of view. For future work, researchers should
apply synthetic ethnography and other methods in a more sys-
tematic fashion, to LLMs as well as to other forms of generative
AI. For instance, there are many variables that determine how a

model such as a chatbot or an image generator replies to differ-
ent prompts; systematic observations might help uncover hidden
patterns and contribute to strategies beyond the currently popular
“prompt engineering” approaches. The preservation aspect is also
very important, as we are already seeing the output of earlier mod-
els changing or disappearing as they are updated or discontinued.

While some cases of untruth in our study were better handled
than others, in the examples we never got any insight into how
likely it was that the answers were correct. At the same time,
producing text or other content – whether factual or not – is at
the heart of what makes these systems so adaptable. Therefore,
in addition to improving the accuracy of the output, we believe
it is essential to design LLMs so that they can “lie gracefully” –
continuing to do what they do best, while making it possible for
the user to work with them to avoid dangerous untruths. This
could for instance take the form of clearly indicating cases when
a model is outside of its knowledge base, while still allowing it to
generate new material; or letting users collaborate with the system
to together arrive at a shared understanding.

But before this, perhaps every answer should be prefaced with
Weizenbaum’s own words: “Don’t believe anything I tell you.”
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