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Abstract

In this thesis, the phenomenon of dielectrophoresis (DEP) is explored by utilising a novel

MOS capacitor-style geometry. Photolithography was used to pattern metal electrodes onto

the polished surface of a doped p-type silicon wafer, which already had a 1-micron thick

oxide layer thermally grown onto its surface. Due to the nature of the geometry only having

one patterned electrode surface, it allowed for more complex patterns to be etched into the

metal electrode than typical coplanar interdigitated electrodes (IDEs). An AC voltage was

applied between the top metal electrode and the p-type silicon underside of the wafer, with

the oxide layer forming an electrically insulating layer in the middle, therefore producing

a MOS capacitor-type structure. By applying this voltage, highly localised non-uniform

electric fields were produced along the edges of the top metal electrodes which were utilised

to perform a variety of dielectrowetting and particle dielectrophoresis experiments.

Uni-directional dielectrowetting was achieved by etching long thin rectangular stripes into

the metal electrode. A relationship of cos(θ) vs V 2 was discovered for the contact angle

vs voltage measurements. Axi-symmetric dielectrowetting was demonstrated in which the

droplet of liquid mirrored the underlying patterns etched into the electrode as it spread,

allowing the formation of hexagonal and square-shaped droplets before eventually spreading

into a uniform thin film at larger voltages. Thin threads of liquid could be extracted from a

parent droplet along the edge of the metal electrode. These threads were observed to follow

a Lucas-Washburn type behaviour, as well as length, width and volume voltage dependence.

The ability of the geometry to perform particle DEP was observed by placing a droplet sus-

pension of polymer microspheres onto the top surface with a variety of striped and circular

array patterns in the underlying electrode. In these experiments, the particles would arrange

themselves depending on the voltage and frequency. The formation and evaporation of thou-

sands of sub-picolitre microdroplets was also studied using this geometry. The microdroplets

were observed to undergo diffusive evaporation and this was compared to Masoud’s theory

of the evaporation of multiple droplets with some numerical simulations.
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Nomenclature

η Electrophoretic mobility

γ Surface tension

κ Thermal conductivity

µ Dynamic viscosity

ν Kinematic viscosity

ω Angular frequency

Φ Dissipation function

ϕ Dimensionless vapour concentration field

ρ Density

σ Electrical conductivity

τ Droplet evaporation lifetime

θ Contact angle

ε Dielectric constant

ε0 Permittivity of free space (8.854 × 10−12 F.m−1)

ζ Zeta potential
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A Area

a Acceleration

B Magnetic field

C Capacitance

c Vapour concentration

CM Clausius-Mossotti factor

D Vapour diffusion coefficient

d Distance

Dw Washburn diffusion coefficient

E Electric field

En Energy

F Force

f Frequency

g Earth’s surface gravitational acceleration (9.81 m.s−2)

H Enthalpy

h Height

J Droplet volumetric evaporation rate

j Local evaporative mass flux

K Electrical conductance

k Coulomb’s constant (8.988 × 109 N.m2.C−2)

L Length
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m Mass

n Amount of substance

P Pressure

Q Heat

q Electric charge

R Droplet base radius

r Radius

Rg Gas constant (8.314 J.K−1.mol−1)

Re Reynolds number

s Inter-droplet spacing

T Temperature

t Time

th Thickness

u Flow speed

V Voltage

v Velocity

V0 Threshold voltage

Vl Volume

W Width

WD Work done
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1 Introduction

The goal of this thesis is to report and explain the work that was done during my PhD,

in which a novel MOS capacitor style geometry was utilised to perform research in the

areas of dielectrowetting, liquid dielectrophoresis, particle dielectrophoresis and microdroplet

evaporation.

1.1 Overview of research

Early on in the PhD the focus was on documenting the effects of dielectrowetting in the

novel geometry. Dielectrowetting is the name given to the phenomenon in which strong

non-uniform AC electric fields are used to change the wetting properties of a droplet on a

solid surface. Dielectrowetting provides the ability to create thin liquid films, overcoming

the limitation of contact angle saturation present in electrowetting. Dielectrowetting has the

potential for many applications, such as liquid lenses [1], droplet manipulation [2], and in the

field of microfluidics [3].

Dielectrowetting is a specific case of a more generalised phenomenon known as liquid dielec-

trophoresis, which describes the behaviour of polarisable liquids in the presence of strong

non-uniform AC electric fields and their tendency to collect in regions of maximum field

intensity. The discovery of the ability to create microscopic liquid rivulets (also referred to

as ‘liquid threads’) using liquid dielectrophoresis came rather early and became a significant

area of study in the PhD. The study of these liquid threads could lead to new advancements

in microdroplet dispensing [4], lab-on-chip microfluidics [5] and a better understanding of

fluid mechanics on the micrometre scale [6].

In addition to controlling the behaviour of liquids, it was suspected that microscopic particles

in liquid suspension could be manipulated using the phenomenon of particle dielectrophoresis.

Using the same novel geometry, the behaviour of polymer microspheres in a polarisable liquid
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suspension was controlled using a variety of voltage and frequency combinations. Study of

particle DEP in this geometry could further enhance current research in the fields of biological

cell sorting [7], mineral processing [8] and nanoparticle sorting [9].

The final experimental chapter covers the formation and evaporation of thousands of tiny

microdroplets. The ability to create thousands of sub-picolitre droplets in tightly packed

5x5mm arrays was a direct consequence of the unique patterned electrodes used in this novel

geometry. It has the potential to lead to more controllable methods of producing microdroplet

arrays for a better understanding of the industrial applications of inkjet printing [10] and

spray cooling [11]. Understanding the effect of microdroplet evaporation has also become

more relevant recently in the medical setting, such as studying the likelihood of survival of

coronavirus in respiratory droplets deposited on a solid surface [12].

1.2 Structure of thesis

The thesis has been broken down into the following sections:

• Background information. This has been split into three chapters:

– Chapter 2 (Fluids), which goes into some detail about the physics of both liquids

and gases. This chapter introduces the reader to droplets, wetting, liquid flow

and evaporation.

– Chapter 3 (Electric Fields), which provides an overview of the well-established

physics of electric fields, semiconductors and capacitors.

– Chapter 4 (Electrohydrodynamics), which delves into the past and ongoing re-

search in electrohydrodynamics (EHD), with a main focus on dielectrophoresis.

It explores the fundamentals of particle dielectrophoresis, liquid dielectrophoresis

and dielectrowetting, in addition to giving details on the various geometries and

applications they are used in. It also explores some other EHD effects such as

electrophoresis, electrowetting and electroosmosis. This background chapter ties
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chapters 2 and 3 together by introducing and presenting previous research of how

fluids can be manipulated using electric fields.

• Methodology. This is split into two chapters:

– Chapter 5 (Device manufacturing and characterisation), which covers the full

MOS capacitor device design and manufacturing process from device geometry,

electrode design, silicon wafer structure, photolithography, and device setup. It

also documents the characterisation process of the devices such as LCR measure-

ments and their thermal properties.

– Chapter 6 (Experimental methods), which documents the various methods used

throughout the research. This first describes the experimental setup, such as

the basic rig, camera and electrical setups, as well as how the liquid suspensions

are prepared. It explains image processing and data analysis techniques used

such as how droplet contact angle, liquid threads, microparticle positions and

microdroplet sizes are measured.

• Experimental chapters. This section has been split into four chapters:

– Chapter 7 (Dielectrowetting), which documents the results and findings of the first

major area of research in the PhD. It begins with the study on uni-directional

dielectrowetting, in which the contact angle of a droplet can be manipulated

along one axis using the highly localised non-uniform electric fields permeating

from the stripes on the surface electrodes. The chapter then moves onto axi-

symmetric dielectrowetting, which uses the same principle, but the underlying

electrode pattern is changed from stripes to other geometric shapes in order to

spread the droplet into a variety of shapes and eventually a thin liquid film.

– Chapter 8 (Liquid threads), which explores how the phenomenon of liquid dielec-

trophoresis can be used to create very thin and long liquid threads from a larger

parent droplet. At first, the so-called ’statics’ of non-volatile liquid threads are

explored, in which their length, width and volume are measured as a function

of voltage. The chapter then delves into the ’dynamics’ of non-volatile liquid
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threads, which aims to explain the time dependence of this phenomenon. It also

documents the findings when liquid threads are instead produced from a volatile

liquid, which is referred to as ‘liquid thread evaporation’. Finally, the spreading

of tiny microdroplets is covered which are produced when the liquid threads break

up due to the Rayleigh-Plateau instability.

– Chapter 9 (Particle dielectrophoresis), which documents how particle dielectrophore-

sis can be utilised in the novel geometry to manipulate the behaviour of polymer

microspheres. It takes a look at this behaviour along a single electrode edge,

then with a striped electrode and finally using an electrode with an array of tiny

circular holes patterned into its surface.

– Chapter 10 (Microdroplet arrays), which covers the final experimental chapter of

the thesis. It uses the axi-symmetric spreading of a droplet into a thin liquid film

which then has the vast majority of the liquid blown away to create a 5x5mm array

of thousands of tiny microdroplets. The chapter first documents the formation

and describes the sizes and consistencies of the microdroplets. It then explores

the findings on how the microdroplets in the array evaporate and compares this

to other research on droplet array evaporation.

• Conclusions and future work. Split into two chapters:

– Chapter 11 (Conclusions), which summarises the main findings for each experi-

mental chapter and includes any final remarks and conclusions on each area of

research.

– Chapter 12 (Future work), which suggests some further work that could be done

using the same novel geometry going forward. This includes gradient dielectrowet-

ting to move droplets along a surface, more work on liquid threads and particle

dielectrophoresis, and the evaporation of microdroplet arrays containing different-

sized droplets.
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2 Fluids

A fluid is a liquid, gas, or other material that may continuously move and deform under an

applied external force. In general, gases can be compressed whereas liquids maintain their

volume under an applied force.

2.1 Wetting

Wetting is the ability of a liquid to displace a gas (or other liquid) to maintain contact with

a solid surface. The degree of wetting is determined by the balance between adhesive and

cohesive forces.

2.1.1 Molecular cohesion and surface tension

The effects of molecular cohesion and how liquids remain as a condensed freely flowing state

of matter are often easiest to describe using water molecules. The cohesive forces between

water molecules can be attributed to the fact it is a polar molecule. This is due to the shape

of a water molecule as seen in figure 2.1, and because the oxygen atom attracts the electrons

more strongly than the hydrogen atoms, the water molecule is slightly negative around the

oxygen and positive around the hydrogen atoms [13]. Due to this dipole, the positive pole

of one water molecule will be attracted to the negative pole of another water molecule. This

phenomenon is known as hydrogen bonding, and has been extensively studied for both water

and other molecules [14] [15]. These bonds are very strong in the case of water which is why

it has a relatively high surface tension (72.75 mN/m at 20°C). Surface tension does have

some temperature dependence [16], so the temperature must also be taken into account in

most situations.
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Figure 2.1: Molecular cohesion of water molecules via hydrogen bonding

It is the cohesive forces between liquid molecules that are responsible for the surface tension.

Inside the bulk of the liquid, these forces are equal and opposite between neighbouring

molecules, resulting in no net force. At the surface of a liquid, we assume that there is

very little interaction between the liquid and gas molecules which causes an imbalance in

forces due to the lack of an outward pull. This produces a net inward force which attempts

to minimise the surface area of a liquid. It is the strength of these cohesive forces that

ultimately determines the value of the surface tension, which is often expressed in the units

of force per unit length (N/m). When there are no other forces at play, such as solid/liquid

interactions or the distortion of a rain droplet due to atmospheric drag, a liquid will minimise

this surface area to form a sphere. This has been demonstrated by astronauts in orbit, who

are falling in an inertial reference frame and therefore experiencing no net forces. Back on

Earth, this is never seen due to the fact gravity pulls the liquid towards the ground resulting

in solid/liquid interactions. Liquid/liquid interactions can also occur, such as a film of oil

resting on the surface of a puddle of water. This thesis is only concerned about liquids on

solids, in which most of the interesting physics will be happening at the solid/liquid/gas

three-phase contact line.
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Figure 2.2: Surface tension arises from the net inward force at the liquid/gas interface

It is often useful to define surface tension in terms of the surface energy and surface area of

a liquid. This is because when we consider liquid/solid interactions the surface free energy

of the solid comes into play, and the two energies can be used to determine the wettability

of the surface. To do this, we define the surface tension as a linear scaling coefficient for the

energy required to increase the surface area by one unit. This can be expressed as:

dEn = γdA (2.1)

In this case, it makes more sense to think of the units of surface tension as energy per unit

area (J/m2) instead of force per unit length (N/m). This definition can be correlated directly

to the cohesive forces between the molecules of a liquid. A liquid with high cohesion, such as

water due to the strong hydrogen bonds, would require more energy to increase its surface

area. This corresponds to a higher surface tension. Likewise, liquids with lower cohesion will

require less energy to increase their surface area and therefore have a lower surface tension.

Alcohols are a typical example of this, whose surface tension tends to be roughly 3-4 times

lower than that of water at room temperature [17].
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2.1.2 Surface free energy and adhesion

Like liquids, the surface of a solid also has a surface-free energy which is correlated to the

internal bonding force of the solid [18]. These bonds are much stronger than cohesive bonds

in a liquid, so one might question why solids do not also contract into spheres on the inter-

national space station. The explanation is that, unlike liquids, the molecules in the bulk of

the solid are much more strongly bound to each other via covalent, metallic, or ionic bonds.

This gives the material elastic properties that dominate over the contractive forces at the

surface. Therefore, when it comes to the bulk and shape of a solid it does not care much

for its surface free energy. It does, however, play an important role in the wettability of its

surface.

2.1.3 Surface wettability

Wettability is defined as the tendency of one fluid to spread on, or adhere to, a solid surface

in the presence of other immiscible fluids [19]. The degree of wetting that a given liquid

will exhibit on a solid surface is determined by both the liquid’s surface tension and the

surface free energy of the solid. Liquids with low surface tension will wet a given surface

more strongly than liquids with low surface tension. Meanwhile, a solid with a high surface

energy will be wet more strongly than one with a low surface energy (see figure 2.3).
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Figure 2.3: Influence of solid surface energy and liquid surface tension in wettability [20]

Surfaces can be classified as either high-energy or low-energy depending on what they are

made from, which in turn influences their wettability. High-energy surfaces are called hard

solids which have strong chemical bonds (metallic, ionic or covalent). Examples of high-

energy surfaces include glass, metals and ceramics. These surfaces have typical surface free

energies of γsv ≈ 0.5 to 5J/m2 and therefore a high wettability. Low-energy surfaces are in

the form of weak molecular crystals such as fluorocarbons and hydrocarbons. These solids

have much weaker bonds and are held together by physical forces such as van de Waals forces

[21] or hydrogen bonds [22]. Low-energy surfaces typically have free surface energies in the

region of γsv ≈ 0.05J/m2 and therefore a low wettability [23]. Surfaces with high wettability

are commonly referred to as hydrophilic whilst surfaces with low wettability are referred to

as hydrophobic.
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2.1.4 Contact angle and Young’s equation

When a liquid droplet is placed onto a solid surface the angle at which its perimeter makes

contact with the surface is called its contact angle.

Figure 2.4: Equilibrium contact angle of a sessile droplet on solid surface

In 1804, it was Thomas Young [24] who first derived the relationship between the equilibrium

contact angle of a sessile droplet and the surface energies on a smooth flat homogeneous solid

surface. This can be written as the simple equation [25]:

γsv = γsl + γlvcosθ (2.2)

where γsv is the surface free energy of the solid, γsl is the interfacial tension between the

liquid and the solid, γlv is the surface tension of the liquid and θ is the contact angle of the

droplet. Young’s equation for the equilibrium contact angle is only accurate for perfectly

smooth surfaces without any roughness, which in reality do not exist. The contact angle of

droplets on real surfaces always sits between two extremes, known as the advancing (θA) and

receding (θR) contact angles. This phenomenon is known as contact angle hysteresis [26].
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2.2 Liquid Flow

Fluid mechanics is the study of the forces acting on gases and liquids. Fluid mechanics

includes both fluid statics (the study of fluids at rest) and fluid dynamics (the study of fluids

in motion). Fluid dynamics revolves around some fundamental axioms - the conservation of

mass, conservation of linear momentum, conservation of energy, as well as the assumption

that fluids are continuous entities and can be well-defined at infinitesimally small points in

space-time. There are several parameters that influence how fluids flow, such as viscosity,

temperature, density and pressure. As stated earlier, the word fluid can mean a gas or a

liquid, but for the purposes of this thesis, we will only be considering liquids so the terms

are often used interchangeably.

2.2.1 Continuity equation

For the mass continuity law, it is assumed that when a fluid moves it must do so in such

a way that its mass is conserved. The continuity equation (eq 2.3) states that the rate at

which mass leaves a system of fluid is equal to the rate at which mass enters the system plus

the accumulation of any mass within the system [27].

∂ρ

∂t
+∇.(ρu) = 0 (2.3)

The differential form of the mass continuity equation is given above [28], where ρ is the fluid

density, t is time and u is the flow velocity vector. Although all fluids are compressible to a

certain extent (such as water [29]), all fluids in this thesis are assumed to be incompressible,

and therefore the ∂ρ/∂t term of the equation becomes zero since the density of the fluid does

not change with time. Therefore the equation for incompressible flow simply reduces to

∇.u =
∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0 (2.4)
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One can interpret equation 2.4 as the velocity of an incompressible fluid converges along an

axis, it must increase along the other to satisfy mass continuity. An example is when fluid

gets squeezed from a wider pipe into a thinner pipe (see figure 2.5).

Figure 2.5: Incompressible liquid flow in a narrowing pipe [30]

2.2.2 Navier–Stokes momentum equation

Newton’s second law is also relevant in fluid dynamics and plays a role in the conservation

of momentum law. It states that “the net force acting on a body or system of bodies in a

particular direction is equal to the rate of change of momentum of the body” [31]. When

applied to a control volume of fluid, it is a statement that any change in momentum will be

due to either a net flow of fluid into the volume, or the influence of an external force acting on

the fluid such as a mechanical force, gravity, or an electromagnetic field. The Navier-Stokes

momentum equation, which can be derived as a particular form of the Cauchy momentum

equation [32], can be written as

ρ
(∂u
∂t

+ u.∇u
)
= ρg −∇P + µ∇2u (2.5)

where ρ is the density, u is flow velocity, t is time, P is pressure, µ is the dynamic viscosity

and g represents any body accelerations acting on the fluid such as inertial forces, gravity

or electromagnetic forces [33]. The key takeaway is that there will be no net change in the

overall momentum of an isolated system of fluid unless it is acted upon by an external force.
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2.2.3 Conservation of energy

Fluid dynamics must also obey the conservation of energy. The first law of thermodynamics

states that it is the combined sum of the work done and heat added to a system that will

increase the total energy of the system, which can be expressed as

dEn = dWD + dQ (2.6)

where dEn is the total increase in energy of the system, dWD is the work done on the system

and dQ is the heat added to the system. A common equation used in fluid dynamics to

express the conservation of energy is given by

ρ

(
∂H

∂t︸︷︷︸
I

+∇.(Hu)︸ ︷︷ ︸
II

)
= −DP

Dt︸ ︷︷ ︸
III

+∇.(κ∇T )︸ ︷︷ ︸
IV

+ Φ︸︷︷︸
V

(2.7)

where ρ is the density, t is time, u is flow velocity, P is pressure, κ is thermal conductivity,

T is temperature, H is enthalpy and Φ is the dissipation function representing the work done

against viscous forces, which is irreversibly converted into internal heat energy [34]. The five

separate terms in the equation can be thought of as:

I: Local changes in the system’s energy with time

II: Convective term

III: Pressure work term

IV: Heat flux term

V: Viscous to heat dissipation term

2.2.4 Viscosity and temperature dependence

A fluid’s viscosity provides the measurement of its resistance to the rate of deformation [35].

In layman’s terms, it can be thought of as how thick and ‘syrupy’ the liquid is. There are two
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different scientific types of viscosity, called dynamic and kinematic viscosity. The dynamic

viscosity (µ) is most commonly used and has units of pressure multiplied by time (Pa.s). The

kinematic viscosity (ν) is simply the dynamic viscosity divided by the liquid’s density for a

given temperature:

ν =
µ

ρ
(2.8)

In this thesis, dynamic viscosity is always used, and when the term ‘viscosity’ is mentioned

it should be assumed that it is the dynamic viscosity that is being referred to. Examples

of liquids with a low dynamic viscosity include water (1 mPa.s at 20° C), ethanol (1.074

mPa.s at 20° C) and mercury (1.526 mPa.s at 20° C) [36]. Examples of liquids with high

dynamic viscosity include glycerol (1412 mPa.s at 20° C [37]) and honey whose viscosity can

be anywhere in the range of 400 to 23000 mPa.s depending on the temperature and moisture

content [38].

The viscosity of a liquid has a very strong temperature dependence, with it increasing ex-

ponentially as the temperature decreases up until the point of freezing. An equation for the

relationship between the dynamic viscosity and temperature was first proposed in 1913 and

is known as the Andrade equation, named after British physicist Edward Andrade [39]:

µ = αeβ/T (2.9)

where µ is the dynamic viscosity, T is the temperature, and α and β are constants that

are characteristic of the liquid. This relationship can be seen in figure 2.6, which shows the

temperature dependence for the viscosity of glycerol.
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Figure 2.6: Temperature dependence for the viscosity glycerol [40]

2.2.5 The Reynolds number

It is often useful to know whether the flow will be laminar (sheet-like) or turbulent. The

Reynolds number (Re) is a dimensionless quantity that measures the ratio between inertial

and viscous forces in the liquid. The Reynolds number is defined by equation 2.10.

Re =
ρuL

µ
(2.10)

where ρ is the density of the fluid, u is the flow speed, L is the characteristic length scale

of the system and µ is the dynamic viscosity of the fluid. At small Reynolds numbers, the

flow will be laminar, with an example being honey flowing down the side of a jar. At larger

Reynolds numbers the flow will be turbulent, with an example being fast-flowing river rapids.

Based on the API 13D recommendations, it is assumed that a Reynolds number less than

or equal to 2100 indicates laminar flow and a Reynolds number greater than 2100 indicates

turbulent flow [41], although slightly different recommendations have been used by others.
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2.2.6 Poiseuille flow

One of the most useful solutions to the Navier-Stokes equations is that of Poiseuille flow.

It assumes the fluid is incompressible and that it exhibits laminar flow through a confined

constant cross-section, such as a water pipe or drinking straw. Poiseuille flow assumes that

the flow is sheet-like and parallel to the walls of the pipe and that the flow velocity is zero

at the walls, gradually increasing towards a maximum value in the centre of the pipe.

Figure 2.7: Laminar flow in a pipe

It is also known as the Hagen–Poiseuille law since it was experimentally discovered by Jean

Léonard Marie Poiseuille and Gotthilf Heinrich Ludwig Hagen in 1838 but was not published

by Poiseuille until 1840 [42]. It was not until 1845 that George Stokes produced a theoretical

justification for the law [43]. The law can be written as

dVl

dt
=

∆PπR4

8µL
(2.11)

where dVl/dt is the volumetric flow rate, ∆P is the pressure difference between each end of

the pipe, R is the radius of the pipe, µ is the dynamic viscosity and L is the length of the

pipe [44]. Poiseuille flow shows how the volumetric flow rate is linearly proportional to the

pressure difference between the two ends of the pipe while being inversely proportional to
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the length. Hence, if the length of the pipe is doubled the pressure gradient would have to

be doubled to maintain the same volumetric flow rate. An example of this is that it is harder

to suck a drink up through a longer straw. On the other hand, the volumetric flow rate is

proportional to the radius to the fourth power. Therefore, doubling the width of the pipe

would lead to a 16 times greater flow rate for the same gradient in pressure.

2.2.7 Washburn’s equation

Washburn’s equation is primarily used to describe the flow of liquid in tubes and porous

materials. It is named after Edward Washburn [45], although it is sometimes referred to as

the Lucas-Washburn equation since Richard Lucas wrote a paper on something similar three

years prior [46]. The most general form of Washburn’s equation can be written as

L = (Dwt)
1/2 (2.12)

where L is the liquid penetration depth into the tube, t is time and Dw is the simplified

diffusion coefficient depending on tube size and liquid properties [47]. Although the physical

constants that contribute to the diffusion coefficient vary, this L ∝ t1/2 relationship holds for

many physical systems in both nature and engineering such as agriculture [48], textiles [49],

oil mining [50], medical diagnostics [51], force tensiometers [52] and more [53].

It is possible to derive a Washburn relationship from Poiseuille flow in a capillary tube. If

we assume it is the capillary pressure (eq 2.13) driving the pressure gradient between each

end of the tube, with gravity and atmospheric pressure being equal at both ends

Pc =
2γcos(θ)

R
(2.13)

where Pc is the capillary pressure, γ is the surface tension of the liquid, θ is the contact angle

of the liquid with the walls of the tube, and R is the radius of the tube. Poiseuille’s law can
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be used to obtain the following Washburn relationship

L =

√
γRcos(θ)

2µ
t (2.14)

where µ is the dynamic viscosity [53]. Although in the case of equation 2.14 it is specifically

the capillary forces that are causing the pressure gradient, the Washburn relationship can be

expected via any other pressure gradient, such as a difference in water pressure at each end

of the pipe. The only requirement is that the pressure gradient remains constant.

Another important factor when it comes to the Washburn law is that the inertia of the liquid

does not come into play. It is only once length and momentum scales get sufficiently large

that the system starts to deviate from the Lucas-Washburn relationship towards having some

dependence on inertial flow, as predicted by Bosanquet [54] [55].

2.2.8 Planar Couette flow

Planar Couette flow refers to that of viscous flow between two parallel plates when one plate

is moving tangentially relative to the other. It is in the laminar flow regime (see section

2.2.5) and the flow is driven by the shear stress imposed by the moving surface [56].

Figure 2.8: Planar Couette flow between two plates
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In the most simple case, the velocity flow profile in planar Couette flow (figure 2.8) varies

linearly in the y-axis, and therefore the Navier-Stokes equations simplify to

d2u

dy2
= 0 (2.15)

When the boundary conditions are such that the top plate is moving at u(h) = U and the

bottom plate is stationary at u(0) = 0, the solution becomes

u(y) = U
y

h
(2.16)

2.2.9 Rivulet flow

A rivulet is a very small stream of liquid flowing on a solid surface. There are models for

the flow of rivulets on both impermeable [57] and permeable [58] inclined planes, which use

gravity as the driving mechanism for the flow. The flow [59] and mixing [60] of rivulets in

micro-channels, as well as their stability [61] has been studied. Figure 2.9 shows the velocity

profile of the flow regime for a rivulet in a straight open channel calculated by solving the

Navier-Stokes equation in Comsol Multiphysics.

Figure 2.9: Rivulet flow velocity profile by solving the Navier-Stokes equation in Comsol [60]
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An interesting thing to note about rivulet flow is that it shares some characteristics of both

Poiseuille and Couette flow, and these primarily depend on the aspect ratio of the rivulet. For

example, when looking from the top down on the flow profile in figure 2.9 and integrating

along the y-axis to get a 2D flow rate in the x-axis, a Poiseuille flow profile is produced.

Alternatively, it is apparent from looking at figure 2.9 that it is very similar to a Couette

flow velocity profile, being faster on the top and slower on the bottom. Hence, if the rivulet

is tall and narrow the more dominant flow mechanism is that of a Couette-type flow, whereas

if it is flat and wide it could be approximated as a Poiseuille-type flow.

2.3 Evaporation

The physical phenomenon when a liquid changes state into a gas is called evaporation. It

is a very well-studied area of physics and has a multitude of applications including medical

science [62], food industry [63], pharmaceutical industry [64], cosmetics [65], spray coating

[66], printing [67], thin film deposition [68], evaporative cooling [69], climate science [70] and

desalination [71], to give just a few examples. This subsection first delves into the basic

principles of evaporation in section 2.3.1, then looks into the evaporation of a single sessile

droplet in section 2.3.3, before finally expanding to the evaporation of multiple droplet arrays

in section 2.3.4.

2.3.1 Fundamentals of evaporation

The most intuitive way of thinking about evaporation is on the molecular scale. Like an

ideal gas, the molecules in a body of liquid follow the Maxwell-Boltzmann distribution [72],

and the shape of this distribution is determined by the temperature. Although formulating

a rigorous mathematical description is much more difficult for liquids than with gases [73],

knowing the exact distribution of the energies is not relevant for evaporation theory. Figure

2.10 shows an example of the kinetic energy distribution of the liquid molecules at two
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different temperatures. It shows how at the lower temperature T1 more of the molecules have

a lower energy and the peak is sharper, whilst at the higher temperature T2 the distribution

is flatter with more molecules having a higher energy.

Figure 2.10: Graph showing molecular energy distribution in a liquid at two temperatures
[74]

At the surface of the liquid there is a certain kinetic energy that a molecule requires in order

to escape the surface, which is denoted as E in figure 2.10. Therefore any molecules at the

surface of the liquid that have a surface perpendicular component of their energy of E or

greater will evaporate and contribute to a vapour pressure above the liquid surface. Since

there are more molecules at higher energies when the temperature is higher this increases

the evaporation rate as expected. This model also explains the phenomenon of evaporative

cooling since as more molecules evaporate the liquid loses energy overall, therefore shifting the

energy distribution towards the left, which is felt as a reduced temperature on the macroscopic

scale.

44



2.3.2 Diffusion-limited evaporation

Diffusion-limited evaporation is used in many models for the evaporation of liquid droplets or

films on a solid surface [75]. It assumes that the phase transition from liquid to gas happens

at a much faster rate than the vapour particles can diffuse away. Therefore the liquid/gas

interface will have a saturated vapour concentration [76]. Consequently, the local evaporation

rate is controlled entirely by the vapour diffusion away from the interface. Diffusion-limited

evaporation has been shown to have good predictive power for the evaporation of multiple

droplets on small scales [77]. This model ignores the effects of convection, which is driven

by temperature and density gradients. It has been shown that things stay relatively close to

a diffusion-limited regime for droplets of less than 20mm in radius [78], at which point the

effects of convection begin to become more influential on evaporation rate.

2.3.3 Evaporation of a single sessile droplet

The evaporation of droplets is a large area of scientific research for both theoreticians and

experimentalists. From the explanation of everyday phenomena such as the coffee-ring effect

[79], to technological ones like inkjet printers [80] and many more [81]. In his recent review

paper, Wilson states “The most widely studied situation is that in which the rate-limiting

process controlling evaporation is the diffusive transport of vapour away from the droplet in

the atmosphere and the simplest model for this situation is the basic diffusion-limited model

[82]”. It describes the evaporation of a small, isolated, axi-symmetric droplet that is resting

on a flat horizontal surface as shown in figure 2.11.
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Figure 2.11: Geometry for diffusive-limited evaporation of single sessile droplet

In the case of diffusive-limited evaporation, the air at the free surface of the droplet is

saturated with a concentration denoted as csat, and the ambient vapour concentration is

denoted as c∞. There must always be the condition that c∞ ≤ csat for diffusive evaporation

to occur. To determine the vapour concentration in the atmosphere at any given location

and time, Laplace’s equation can be solved

∇2c = 0 (2.17)

with the boundary conditions that c = csat at the droplet’s free surface, c → c∞ far from the

droplet and a no-flux condition of ∂c/∂z = 0 everywhere else on the surface, where z = 0.

The local evaporative mass flux from the surface of the droplet is given by

j = −D∇c.n (2.18)

where j is the local evaporative mass flux at the droplet surface, D is the diffusion coefficient

of the vapour in the atmosphere, and n is the normal unit vector outward from the droplet

surface.
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In 1977, Picknett [83] modelled the evaporation rate of an isolated sessile droplet to be

ρJ = RπD(csat − c∞)f(θ) (2.19)

where ρ is the density of the liquid, J is the volumetric evaporation rate of the droplet, R

is the droplet base radius and f(θ) is a term representing the effect of the substrate which

depends on the contact angle. One simplified example of this was given by Hu in 2014 [84]

as

f(θ) =
2√

1 + cos θ
(2.20)

There are two extreme modes of sessile droplet evaporation, called the constant contact radius

(CR) and constant contact angle (CA) modes. The CR mode occurs on rough surfaces when

the contact line gets pinned, which causes the droplet radius to stay constant and therefore

the contact angle shrinks as the droplet evaporates (figure 2.12b). The CA mode occurs on

perfectly smooth surfaces when there is no pinning of the contact line and the droplet radius

shrinks while the contact angle stays fixed (figure 2.12c). In reality, droplets evaporate via a

combination of mixed modes between these two extremes [85].

Figure 2.12: (a) Sessile drop (b) Constant contact radius (c) Constant contact angle [86]

Depending on the mode of evaporation, various relationships for the evolution of contact

angle, droplet radius and droplet lifetime have been formulated, which are summed up in

the review paper by Wilson [82]. Regardless of the mode of evaporation, the lifetime of an

isolated diffusion-limited evaporating sessile droplet is of order

τ ∝ ρR0
2

D(csat − c∞)
(2.21)
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where τ is the droplet lifetime, ρ is the density of the liquid and R0 is the droplet’s initial

base radius.

Figure 2.13: Radius and contact angle time dependence for CR and CA modes [82]

Figure 2.13 shows how the radius and contact angle evolve for the CR and CA modes as the

droplet evaporates. For the CR mode, the contact angle evolves as

θ = θ0 − αt (2.22)

where θ0 is the initial contact angle and α is a parameter that is influenced by the droplet

vapour concentration, diffusion coefficient, droplet radius and liquid density. For the CA

mode, the droplet base radius evolves as

R = R0(1− βt)1/2 (2.23)

where R0 is the initial droplet base radius and β is a parameter that is influenced by the

vapour concentrations, diffusion coefficient, contact angle, and liquid density.
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2.3.4 Evaporation of multiple droplet arrays

Although the vast majority of the literature has focused on the evaporation of isolated

droplets, in nature droplets seldom occur on their own. Some studies done on the evap-

oration of multiple droplets, both experimentally and theoretically include Schäfle in 1999

[87], Sokuler in 2010 [88], Carrier in 2016 [89].

An important concept that distinguishes multiple droplet from single droplet evaporation is

the so-called ‘shielding’ effect [90]. This refers to the mechanism in which the evaporation

of neighbouring droplets increases the vapour concentration in the air, therefore reducing

the evaporation rate of a droplet compared to what it would be if it were isolated. The

more neighbouring droplets there are, the higher the vapour concentration and therefore the

slower the evaporation rate. For a 2D array of droplets, the droplets in the centre of the

array have more neighbouring droplets than those on the outer edges, therefore causing them

to evaporate at a slower rate. In 2020, Wray [91] produced a model for the competitive

diffusion-limited evaporation of multiple thin sessile droplets, which assumed a very small

contact angle or that the droplets were “flat”. They first predicted the evaporation rate of

a pair of droplets and then applied it to polygonal arrays of droplets. Edwards et al. [92]

were able to get very good experimental agreement with this theory in 2021 by taking precise

interferometric measurements of 2D evaporating droplet arrays in the microlitre range.

A recent model for the evaporation of arrays of multiple sessile droplets was given by Masoud

in 2021 [93]. Although Masoud’s model gives similar qualitative predictions to that of Wray’s

[94], the theory is not limited to small contact angles. For Masoud’s model, we consider an

array of droplets of the same liquid, that might not necessarily be the same size, numbered

n = 1, 2, ..., N . Like in the case of single droplet evaporation (section 2.3.3), there is a vapour

concentration field in the atmosphere around the droplets. Here we define the dimensionless

vapour concentration field

ϕ =
c− c∞

csat − c∞
(2.24)

Similarly to the single droplet case (eqn 2.17), the quasi-static solution for the vapour con-
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centration dominated by diffusion is given by

∇2ϕ = 0 (2.25)

with the boundary conditions of ϕ = 1 at each droplet’s surface (S1, S2...SN), n.∇ϕ = 0 on

the exposed substrate surface (Ss) and ϕ → 0 as r → ∞, where r is the position vector and

n is the unit normal vector pointing into the vapour phase. Figure 2.14 shows this geometry,

which is taken directly from Masoud’s 2021 paper.

Figure 2.14: Evaporation of multiple droplets in Masoud’s model [93]

The rate at which the n-th droplet loses mass Jn, can be obtained by integrating the flux of

c over Sn

Jn = −D(csat − c∞)

∫
Sn

n.∇ϕ dS (2.26)

where D is the diffusion coefficient. However, rather than having to solve for ϕ directly,

Masoud was able to use Green’s second identity to obtain an exact relationship between the

local flux and total evaporation rate from the droplets [95]. Using the method of reflections

and by solving a system of N linear equations for the evaporation rates of each droplet Jn

as a function of its isolated evaporation rate Ĵn, and the dimensionless vapour concentration

field at the location of the m-th droplet ϕnm, Masoud obtained the normalised evaporation
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rate of the n-th droplet 𝟋n

𝟋n =
Jn

Ĵn
= 1−

N∑
m=1

ϕnm
Jm

Ĵn
(2.27)

It is easiest to think of ϕnm as an NxN matrix, whose off-diagonal elements describe the

interactions between droplets n and m. The value of the evaluated point in the concentration

field is given by

ϕnm = 4I1
Rm

snm
+ (I1 + 4I2)

R3(s2nm − 3h2
n)

s5nm
(2.28)

where Rm is the droplet base radius, snm is the inter-droplet spacing from centre to centre

and hn is the droplet height. I1 and I2 are integrals defined as

I1 =

∫ ∞

0

[
1 +

cosh ((2π − θ)τ)

cosh (θτ)

]−1

dτ (2.29)

and

I2 =

∫ ∞

0

[
1 +

cosh ((2π − θ)τ)

cosh (θτ)

]−1

τ 2dτ (2.30)

where θ is the contact angle and τ is the droplet evaporation lifetime. By inverting the

matrix ϕ, the system of equations can be solved for the unknown evaporation rates of each

droplet J

J = Ĵϕ−1 (2.31)

given that the isolated droplet evaporation rate Ĵ is known (see eq 2.19).
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3 Electric Fields

3.1 Fundamentals of electric fields

Oxford’s ‘A Dictionary of Physics’ defines an electric field as “A region in which an electric

charge experiences a force usually because of a distribution of other charges. The electric

field strength or electric intensity (E) at any point in an electric field is defined as the force

per unit charge experienced by a small charge placed at that point. This is equivalent to a

potential gradient along the field and is measured in volts per metre [96].” Purcell’s classic

textbook on Electricity and Magnetism states “The electric field attaches to every point in a

system a local property, in this sense: if we know E in some small neighbourhood, we know,

without further inquiry, what will happen to any charges in that neighbourhood. We do not

need to ask what produced the field [97].” The important takeaway from this is that as long

as the direction and strength of the electric field at a point in space is known, it does not

matter how the field is produced from the perspective of the particles it is acting on.

Linear uniform electric fields are the simplest in nature. As an example, take two large flat

metallic plates in a vacuum, separate them by a distance d, and apply a potential difference

V across them. The electric field strength E at every point between the plates will be the

voltage divided by the distance (Eq 3.1). The S.I. units for an electric field are in volts per

metre.

E =
V

d
(3.1)

In this simple geometry, doubling the voltage would have the same effect on the electric field

as halving the distance between the plates. Due to this effect, it is possible to get very strong

electric fields at relatively low voltages if the distance between the plates is very small. This

geometry is known as a parallel-plate capacitor (Figure 3.1).
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The technical definition for the electric field is the divergence of the potential difference:

E⃗ = −∇V (3.2)

Electric fields are either attractive or repulsive depending on the polarity of the field and

the net charge of the particles it is acting on. In a simple parallel plate geometry, negative

particles are attracted to the positive plate and positive particles are attracted to the negative

plate. In diagrams, the electric field lines are always drawn to point from positive to negative,

as seen in figure 3.1.

Figure 3.1: Simple parallel plate capacitor geometry with two oppositely charged particles

The Lorentz force law can be used to calculate the force felt by a charged test particle in an

electric or magnetic field [98]. The full law (Eq 3.3) can be written as the equation:

F⃗ = q(E⃗ + v⃗ × B⃗) (3.3)

Since this thesis is only concerned with the electric field contribution, the force (F⃗ ) on a

charged particle in an electric field is simply the particle charge (q) multiplied by the electric

field strength (E⃗). Note that vector notation is used since the direction of the E-field and

corresponding force are relevant.

F⃗ = qE⃗ (3.4)
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This can be equated to Newton’s second law to determine the acceleration of a charged

particle with a mass m:

a⃗ =
qE⃗

m
(3.5)

Except in simple geometries like the parallel plate capacitor, most electric fields in reality

are non-uniform. A non-uniform field does not have a constant magnitude and/or direction

at every single point in space. Consequently, the forces felt by charges in the field will vary

depending on their location. Non-uniform electric fields come in many different geometries.

For example, the electric field produced by a concentrated sphere of charges will shrink

inversely proportional to the square of the distance from the centre of charge. This also

works for two single-point charged particles and is referred to as Coulomb’s law (Eq 3.6).

The force (F ) felt by each particle in this geometry is given as:

F⃗ = k
q1q2
r2

(3.6)

where k is Coulomb’s constant, q1 is the charge of one particle, q2 is the charge of the other

particle, and r is the distance between the two particles. Note that if the charges are of the

same polarity, the force will be positive and therefore repel each other. If they are opposite

polarity the force will be negative and attract each other. The force on each particle will be

equal in magnitude and opposite in direction.

3.2 Parallel plate capacitor

A simple parallel plate capacitor has a capacitance given by the formula [97]:

C =
εrε0A

d
(3.7)

where εr is the relative dielectric constant of the material between the plates, ε0 is the

permittivity of free space, A is the area of one of the plates, and d is the distance between

the plates.
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3.3 Semiconductors

A semiconductor material is defined as a material that exhibits properties between those of a

conductor and an insulator. Unlike metals whose electrical conductivity decreases as a func-

tion of temperature, a semiconductor’s electrical conductivity increases as the temperature

increases, which was first reported by Michael Faraday in 1833 [99].

Semiconductors belong to two types - intrinsic or extrinsic. By definition, intrinsic semicon-

ductors have the same number of free electrons to holes, where a hole refers to the absence of

an electron in a particular place in the semiconductor lattice. A common intrinsic semicon-

ductor is silicon (Si). This is because each silicon atom is surrounded by four other silicon

atoms in a crystalline structure, with each atom sharing one of its four valence electrons

with each neighbour. These shared electrons are referred to as covalent bonds, which are

very strong [100]. At low temperatures these electrons remain covalently bonded and can

therefore not contribute to any electrical conductivity, making the overall conductivity of the

material low. As the temperature increases there is enough energy to break some of these

bonds, which produces electron-hole pairs. These free electrons are then able to move under

the influence of an applied electric field. Likewise, the virtual holes are free to move in the

opposite direction to the free electrons, although what is effectively happening is that all the

real bonded electrons are just ‘shuffling’ from one atom to the next as the holes move back-

wards. Increasing the temperature creates more electron-hole pairs which further increases

the conductivity of the material.

By adding trace impurities to the semiconductor lattice, an intrinsic semiconductor such

as pure silicon can be changed into an extrinsic semiconductor in which the number of

free electrons is different to the number of holes. This process is called doping. Extrinsic

semiconductors can either be n-type if they have more free electrons, or p-type if they have

more holes. The type is determined by whether the dopant belongs to an element in group

III or V of the periodic table. If the element belongs in group V it is called a donor since it

has five electrons in its outer shell and is therefore able to donate one free electron when its
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other four bond with the four neighbouring silicon atoms in the lattice. Some examples of

group V donors are phosphorous (P), arsenic (As) and antimony (Sb). Alternatively, if the

element belongs to group III it is called an acceptor since it only has three electrons in its

outer shell, and hence there is already a natural hole present in the crystal structure when

its other three electrons bond to the neighbouring silicon atoms. Some examples of group III

acceptors are boron (B), aluminium (Al) and gallium (Ga) [101].

3.4 MOS Capacitors

The Metal-Oxide-Semiconductor capacitor, otherwise known as a MOS capacitor, is made of

a semiconductor body, a thin insulating oxide layer and a metal electrode called a gate. While

much effort is currently being made to integrate new dielectric or ferroelectric materials, the

most common oxide used between the capacitor plates remains to be silicon dioxide (SiO2)

[102]. The metal acts as one plate of the capacitor and the semiconductor layer, which may

be n-type or p-type, acts as another plate.

V

Oxide layer

Metal

P-type

Semiconductor

Gate

Body

Figure 3.2: P-type MOS capacitor structure

Due to the nature of semiconductors, the capacitance of the MOS capacitor depends upon

the voltage applied. The body is typically grounded whilst voltage is applied to the gate 1.
1This is the most common configuration and will be maintained in this section. However, it is important

to note the actual devices used were reversed, where the voltage is applied to the semiconductor and the
metal is grounded.
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There are three regions of interest when applying a DC bias voltage to the gate of a MOS

capacitor. These are the accumulation, depletion and inversion regions. These regions are

tied directly to three voltages, referred to as the flatband voltage Vfb, the gate voltage VG

and the threshold voltage VT . The flatband and threshold voltages are determined by the

dimensions of the capacitor and the materials it is made from, including oxide thickness and

doping levels. For a MOS capacitor with a p-type substrate, the accumulation regime happens

when a negative DC bias voltage is applied to the gate and therefore holes are attracted to

the semiconductor/oxide interface (figure 3.3a). In this case, the gate voltage is less than the

flatband voltage. If the gate voltage is positive and exceeds the flatband voltage but remains

lower than the threshold voltage, the depletion regime is reached. During depletion, positive

holes are pushed away from the semiconductor/oxide interface and a negative charge region

is produced near the interface, which increases in size as the gate voltage increases (figure

3.3b). When the gate voltage is further increased beyond the threshold voltage the inversion

regime is entered. During inversion, there exists a negatively charged inversion layer at the

semiconductor/oxide interface in addition to the increased size of the depletion region. This

inversion layer is caused by a build-up of electrons caused by the high positive gate voltage

(figure 3.3c). As the gate voltage increases further, more electrons are pulled towards the

interface but the depletion region does not grow in size much more [103].

Figure 3.3: Accumulation, depletion and inversion of MOS capacitor [103]
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By using an LCR meter that applies a DC bias voltage in addition to a smaller sinusoidal

alternating voltage of a chosen frequency, a CV curve can be plotted to determine the three

regimes. From this curve, parameters such as carrier mobility, charge density and charge

inversion can be extrapolated. Depending on whether the AC voltage applied is at a high or

low frequency, the capacitance of the MOS capacitor during the inversion regime will vary.

When a high-frequency AC voltage is applied, the capacitance during inversion is lower than

that when compared to a low-frequency AC voltage. This leads to a lower overall average

capacitance when applying large AC voltages at higher frequencies. This effect is shown in

figure 3.4.

Figure 3.4: CV curve showing the three regimes at high and low frequencies [104]

3.5 Electric Double Layer

“A double layer around a charged particle [or surface] is formed by the particle surface charge

and its counter ions, forming an ionic cloud surrounding the particle” [105]. This is known

as the Electric Double Layer (EDL) and was first described by Helmholtz in 1879 [106].
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Figure 3.5: Electric Double Layer (EDL) [107]

This double layer creates an electrokinetic potential, also called the zeta potential ζ, which

has an influence on the behaviour of the particle (section 4.5.1) or fluid along the surface

(section 4.5.2) under an applied electric field.
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4 Electrohydrodynamics

4.1 Dielectrophoresis overview

Dielectrophoresis, or DEP for short, is the name given to the phenomenon when a force is

exerted on a dielectric particle under the influence of a non-uniform electric field. It was

first explained in 1951 by Herbert Pohl [108]. 15 years later, a paper was published by Pohl

and his master’s student, Ira Hawk, on the separation of live and dead yeast cells using

inhomogeneous electric fields [109], which paved the way for DEP becoming a significant

area of academic and industrial research.

Since research into dielectrophoresis began, it has been utilised in many geometries and

applications. The majority of these applications are based around particle dielectrophoresis,

especially in the field of biomedical research [110]. Particle DEP has been explored extensively

in both industry and academia and has many potential prospects for both [111]. Meanwhile,

liquid dielectrophoresis has mainly been limited to academic research only, due to it not

having many profitable applications thus far. However, with the increase of lab-on-a-chip

(LoC) devices, liquid DEP is becoming more useful in the field of microfluidics [112]. The

following sections will first cover the fundamentals and theory of dielectrophoresis and then

explore the geometries and applications for both particle and liquid DEP.

4.2 Fundamentals of dielectrophoresis

Particles do not need to have a net electric charge to undergo dielectrophoresis, and in most

cases are neutral. The particles do have to be polarisable, however, via either a permanent or

induced electric dipole. Although polarizable particles can be placed into a uniform electric

field, such as that between two plates of a parallel plate capacitor, they will not feel a net

force due to the attractive and repulsive forces on each end of the dipole being equal and
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opposite (Figure 4.1).

Figure 4.1: Dipole in a uniform electric field

In the case of a non-uniform electric field such as that at the edge of an electrode (Figure

4.2), the particles will still orient along the direction of the field, but the attractive force

on the end of the dipole in the region of higher electric field density will be greater than

the repulsive force in the region of lower electric field density. In this case, the polarity of

the electrode does not matter, since if it were reversed the particle would flip 180 degrees

to realign itself and still be attracted to the area of highest electric field density. Therefore,

this phenomenon can be utilised using AC electric fields. In this case, when the particle is

attracted to the area of higher field density, it is referred to as positive dielectrophoresis or

pDEP.
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Figure 4.2: Dipole in a non-uniform electric field

Although positive dielectrophoresis is the most intuitive way of understanding this phe-

nomenon, it is only half the story. It is also possible for particles to undergo negative

dielectrophoresis, or nDEP. During negative dielectrophoresis, rather than the particle being

attracted to the region of highest field density they are instead repelled away from it. This

is because the polarizable particles are not the only thing that must be considered when

examining dielectrophoresis; the electrical properties of the medium it is suspended in must

also be considered.

To keep things simple for now, only the limit in which the electrical permittivity (or dielectric

constant) of the particle and medium are considered. This is the case when the frequency of

the electric field gets very large (typically in the MHz range). Later, the role of conductivity

will be introduced, which typically comes into play at lower frequencies. In the high-frequency

limit, the equation for the force on a homogeneous sphere surrounded by a dielectric medium

is written as [113]:

F⃗DEP = 2πεmε0r
3

[
εp − εm
εp + 2εm

]
∇|E⃗rms|2 (4.1)

Where r is the radius of the sphere, εm and εp are the relative permittivities of the medium
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and particle, and Erms is the applied electric field. It should be noted that all these values,

except for the electric field, are always positive. Since the electric field term is squared in

equation 4.1, this part is always positive. Therefore, the only thing that determines whether

the force is positive or negative is the term in the square brackets, which is referred to as the

high-frequency limit of the real part of the Clausius-Mossotti factor (Eq 4.2) [114].

Re[CM(ω → ∞)] =
εp − εm
εp + 2εm

(4.2)

This term is positive when the relative permittivity of the particle is greater than that of the

medium and negative when the relative permittivity of the particle is smaller than that of

the medium. Hence, we see negative dielectrophoresis when the permittivity of the particle

is lower than that of the surrounding medium.

If the force on a dielectric particle was only ever determined by the permittivity of itself

and the surrounding medium, dielectrophoresis would not be nearly as useful as it is in a

variety of applications today. The property that makes DEP so useful is that it is possible to

change the magnitude and direction of the force on a particle by changing the frequency of

the electric field applied, allowing for applications such as biological cell sorting [115]. This

is where the conductivity of the particle and medium becomes an important factor. In this

case, the Clausius-Mossotti factor must be written in full, which incorporates the frequency

dependence by using the complex dielectric permittivities of both the particle and medium

[114]:

CM(ω) =
ε∗p − ε∗m
ε∗p + 2ε∗m

(4.3)

Where ε∗p and ε∗m are the complex permittivities of the particle and medium respectively,

with ε∗p = εp − j σp

ω
and ε∗m = εm − j σm

ω
where εp and εm are the permittivities, σp and σm

are the conductivities, ω is the angular frequency and j =
√
−1. From these expressions, we

see that as ω → ∞ the complex permittivity becomes the standard dielectric permittivity,
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as seen in equation 4.2. Alternatively, as ω → 0 the term involving the conductivity becomes

dominant. Due to this dependence, there becomes a certain frequency where the direction

of the felt force switches from positive to negative or vice versa, and this is defined as the

crossover frequency.

4.3 Particle dielectrophoresis

4.3.1 Particle DEP of biological particles

One of the earliest examples of the use of particle DEP on biological particles was that done

by Herbert Pohl in 1966, where he was able to separate living yeast cells from dead ones

in an aqueous medium by carefully tuning the frequency of the AC electric field [109]. In

1978, Pohl released a book on the subject which described the phenomenon and his work

over the years in detail [116]. In 1988, Price used a spectrophotometer in an optical chamber

to more accurately measure the frequency-dependent behaviour of several species of bacteria

[117]. Since biological cells are not homogeneous, they can be modelled to account for their

non-homogeneous structures using the so-called ‘multishell model’, which was presented by

Irimajiri in 1979 [118]. This multishell model was extended to describe non-spherical cells

[119] and then to factor in the effects of the dielectric anisotropy of the plasma membrane

of the cell [120]. In 1996, Müller used particle DEP via high-frequency electric fields to

successfully trap viruses [121]. More recent advances in the use of DEP for biological appli-

cations include discriminating dengue-infected hepatic cells [122], the separation of tumour

cells [123], the separation of DNA molecules by size [124] and many more [110].

4.3.2 Particle DEP of non-biological particles

In addition to biological particles, the use of DEP for the separation of non-biological particles

has become a significant area in the field [125]. The earliest use of non-biological DEP was
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in 1924 when Hatfield was the first to apply dielectrophoresis in minerals processing by

using low-frequency AC electric fields to separate minerals based on their permittivities [8].

Although most famous for the yeast cell separation experiment [109], Pohl’s earliest work

came in the form of non-biological DEP, with the separation of carbon black from polyvinyl

chloride in di-isopropyl ketone in 1951 [108]. He then went on to design a foil-lined Pyrex

Tube of 20 mm in diameter with a Teflon-coated metal wire as the inner electrode to produce

a continuous DEP separator [126]. In 1960, Pohl and Plymale were able to separate PVC

from a liquid medium at a flow rate of 750mL/h, in addition to various other particles from

each other (e.g. SiC from Al2O3 and zirconia from rutile) [127].

Since the early experiments there have been many experiments using polystyrene beads

[128], which had some crossover with biological particle DEP due to a lot of biological par-

ticle work being modelled on the polystyrene bead behaviour. In 1997, Green explored the

dielectrophoretic behaviour of sub-micron latex spheres [129], which was then further ex-

panded upon in 2002 to study the influence of the Stern layer conductance on the spheres

[130]. Non-biological DEP has also been used on the nanoscale by trapping and separating

nanoparticles [131][132], and for the assembly of nanostructures [133][134].

4.3.3 Particle DEP in microelectrode geometries

In the early days of DEP research and applications, larger electrode designs were used with

wires up to 1.59mm in diameter and voltages of up to 11kV being used by Pohl [116]. Us-

ing high voltages often leads to fluid motion from thermal effects, which interfered with the

effects of DEP alone. As technology for the fabrication of microdevices progressed, groups

were able to scale down the size of the geometries. In 1998, Green and Morgan [135] were

able to separate submicrometre particles of two different sizes using a combination of dielec-

trophoretic and other electrohydrodynamic forces using microelectrodes, as seen in figure 4.3.

In this geometry, the smaller beads were trapped at the electrode edges via the DEP force,

whilst the larger beads were carried with the liquid flow to the centre via other EHD forces,

where they moved upwards and became trapped in “stagnation points”. This is due to the
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phenomenon that as the bead radius changes, the total conductivity of the particles changes

as given by the equation:

σp = σb +
2Ks

r
(4.4)

where σp is the particle conductivity, σb is the bulk conductivity of the particle (which is

approximately zero for latex spheres), Ks is the surface conductance and r is the particle

radius [136]. Due to this, smaller particles have a higher conductivity which affects the

crossover frequency from the CM-factor (section 4.2).

Figure 4.3: Small beads trapped by DEP forces whilst large beads move with liquid to
stagnation point [135]

In 2003, Maverick [137] used platinum wires of 100µm in diameter and peak-to-peak voltages

of just 15V to manipulate and characterise red blood cells. More on the use of microelectrodes

for particle DEP are discussed in the review paper [138] as well as the microfabrication

techniques to make them [139].

4.3.4 Pearl Chains

‘Pearl chain’ formation is a phenomenon where particles align and form long chains when

immersed in a liquid and subjected to an electric field. They only occur when the field
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strength is greater than a certain minimum value [140]. Pearl chains have previously been

referenced in the literature [141] in which particles close to the edge of an electrode orient

themselves along field lines, and the interaction of neighbouring particles has been discussed

by Stoy in 1994 [142].

Figure 4.4: Pearl chain formation of nanoparticles in microelectrode gaps by dielectrophoresis
[143].

4.4 Liquid dielectrophoresis and dielectrowetting

Liquid dielectrophoresis (L-DEP) utilises the same concept as particle DEP, but instead of

solid particles being the objects of interest in a liquid medium, it can be thought of as the

liquid molecules being dielectric ‘particles’ in a medium of air. Since all liquids have a higher

dielectric permittivity than air, positive L-DEP is always observed by a liquid in air. Liquid-

in-liquid dielectrophoresis has also been demonstrated [144], which relies on the permittivities

and conductivities of each liquid being different.
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4.4.1 Early L-DEP geometries

In 1894, prior to the invention of the word ‘dielectrophoresis’, Pellat demonstrated the effect

of liquid dielectrophoresis by applying a voltage V to two plate electrodes separated by a

distance d that were partially submerged in a dielectric liquid with a permittivity of ε. This

caused the liquid to rise to a new height of:

h =
(ε− ε0)V

2

2ρgd2
(4.5)

where ρ is the density of the liquid and g is the acceleration due to gravity [145]. This

principle was later used by Jones in 1971 to create a dielectric siphon which used a voltage

to siphon a liquid from a higher reservoir to a lower one [146]. In this case, it was not the

voltage that did the pumping of the liquid but rather caused the siphon to be ‘primed’,

allowing gravity to do the pumping. This meant that the flow rate was independent of the

voltage applied, but it could still be switched off when the voltage was not high enough to

connect the reservoirs (if h < hu as produced by equation 4.5 and seen in figure 4.5).

Figure 4.5: (A) Pellat’s height of rise experiment and (B) Jones’ dielectric siphon [147]
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In these early DEP geometries, the voltages required to achieve any substantial movement

of the liquid were very high (19kV in Jones’ case), which is because the DEP force scales

proportionally to the electric field squared as seen in equation 4.1. Since the electric field

is voltage divided by distance (equation 3.1), high electric field strength could only be pro-

duced by applying a very high voltage due to the large distances between the plates in these

experiments. In 2001, Jones was able to miniaturise this geometry by creating a “wall-less”

electrode structure capable of moving a dielectric oil up against gravity by several centime-

tres with only 200V [148]. In 2006, Cheng was able to demonstrate a recoverable 25° contact

angle change of a liquid crystal droplet at 200V, which could be used to make a liquid lens

[1].

4.4.2 Coplanar IDE geometries

A common geometry for dielectrowetting in particular has been that of coplanar interdigitated

electrodes (IDEs). This refers to the geometry in which two electrodes share the same x-

y plane and are interdigitated so that the electrode fingers interlock leaving a fixed spacing

between them (figure 4.6). A voltage can then be applied across the electrodes, which creates

a non-uniform electric field that permeates into the surrounding material, air and liquid.

Coplanar IDEs are typically patterned via photolithography onto a glass substrate.

Figure 4.6: Coplanar IDE geometry - Shows before and after voltage is applied [149]
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In 2009, Brown used coplanar IDEs to spread a droplet of decanol into a thin film of 12µm

in thickness, therefore overcoming the contact angle saturation seen in electrowetting experi-

ments. The ability to create wrinkles using this method on the air/liquid interface of the thin

film allowed them to create a voltage-programmable diffraction grating [150]. A relationship

between the contact angle and voltage for a uni-directional spreading of a sessile droplet was

determined to be cos(θ) ∝ V 2 by McHale in 2011. It was in this paper that the term ‘dielec-

trowetting’ was first introduced [151]. In 2021, Quetzeri-Santiago used dielectrowetting to

control the splashing and bouncing of droplets onto a flat surface with coplanar IDEs [152].

The principle of dielectrowetting was also used to split and transport droplets [2] by using a

series of droplet-sized adjacent coplanar IDEs as seen in figure 4.7.

Figure 4.7: Droplet splitting using a series of coplanar IDEs [112]. By selecting when each
small coplanar electrode is switched on or off it is possible to split and transport the droplet.
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4.5 Other Electrohydrodynamic effects

4.5.1 Electrophoresis

Electrophoresis is perhaps the simplest of all the electrohydrodynamic effects to comprehend.

It was first discovered by Peter Ivanovich Strakhov and Ferdinand Frederic Reuss at Moscow

University in 1807 who noticed that clay particles dispersed in water began to migrate under

an applied electric field [153]. It describes the migration and separation of charged particles

or molecules under the influence of a spatially uniform electric field [154]. The particles are

held in a liquid suspension between an anode and a cathode, and when an electric field E is

applied they move with a velocity v, where η is a constant that represents the electrophoretic

mobility.

v = ηE (4.6)

The mobility η of the particle depends on several factors such as the particle’s shape, size

and charge, as well as the temperature and viscosity of the liquid medium. The most widely

used theory of electrophoresis was developed by the Polish physicist Marian Smoluchowski

in 1903 [155]:

η =
εmε0ζ

µ
(4.7)

where εm is the dielectric constant of the liquid, µ is the dynamic viscosity of the liquid and

ζ is the zeta potential (see section 3.5).

4.5.2 Electroosmosis

Electroosmosis, sometimes referred to as electroosmotic flow (EOF), is the motion a liquid

solution that is induced when a potential is applied across a conduit such as a capillary tube

or porous material. Due to the presence of the electric double layer (see section 3.5) the walls

of the tube are electrically charged (negative in the case of figure 4.8) and they attract the
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positive ions in the solution. These positive ions then move towards the cathode when an

electric field is applied, creating a flow within the tube.

Figure 4.8: Simple diagram of electroosmosis [156]

4.5.3 Electrowetting

Although the research presented in this thesis focused on the effects of dielectrophoresis

and dielectrowetting, it is important to distinguish the difference between this and a similar

phenomenon called electrowetting. The basis of modern electrowetting was first described

by Gabriel Lippmann in 1875 [157]. He found that the capillary depression of mercury in

contact with electrolyte solutions could be varied by applying a voltage between the mercury

and electrolyte. This led to the invention of his capillary electrometer [158]. The practical

applications of this were somewhat limited due to the electrolytic decomposition of water

upon applying voltages beyond a few hundred millivolts [159]. It was not until 1993 that

Berge [160] introduced the idea of using a thin insulating layer to separate the conductive

liquid from the metal electrode, allowing them to overcome the problem of electrolysis. This

concept became known as electrowetting on dielectric, or EWOD for short.
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Figure 4.9: Electrowetting on dielectric (EWOD) [161]
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5 Device manufacturing and characterisation

This chapter covers the design, manufacturing process and characterisation of the silicon

wafer devices used. Section 5.1 describes the general device geometry and electrode design.

Section 5.2 explains the process of device fabrication, including device cleaning, photolithog-

raphy, sputter coating, hydrophobic layer deposition and device wiring. In section 5.3 the

devices are characterised using LCR measurements and their temperature/frequency depen-

dence is measured.

5.1 Device design

5.1.1 General geometry of device

The general geometry of the devices used remained consistent throughout, with the only

major difference being the pattern on the gold-titanium electrodes. The main structure of

the device is shown in Figure 5.1. It consists of a boron-doped p-type silicon wafer with

a 1µm thermally grown oxide layer (SiO2), of which a single side has been polished by

the manufacturer (Mi-Net Technology Ltd). The wafers have a thickness of 525µm, a crystal

orientation of <100> and a resistivity of 1-10 Ω.cm. Towards the end of the PhD, new wafers

were used with the same parameters except for their resistivity, which was in the range of 0.1-

1 Ω.cm instead. This is discussed more in section 5.3. The 4” wafer is cut up into 35x25mm

rectangular devices. Gold-titanium electrodes are patterned onto the polished top side of the

device using thin-film photolithography. A layer of the hydrophobic fluoropolymer coating

Novec 2702 can be deposited onto the top surface. The underside p-type silicon is connected

to the live terminal of the amplifier and the top gold-titanium electrode is connected to 0V

on the amplifier, with indium solder being used to connect each wire to the device.
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Figure 5.1: Side view of device

Each 35x25mm rectangle contains four 9x7mm electrodes with different patterns in order

to utilise all the space available and make it easier to compare similar patterns on a single

device (Figure 5.2). The patterned area on each 9x7mm electrode is a 5x5mm square, which

is offset to allow enough space for soldering. The four electrodes were purposely designed to

be isolated from each other so that they could be connected individually, mainly because the

amplifier had difficulty driving the device if the electrode area was too large, particularly at

higher AC frequencies (>10kHz). However, the electrodes were close enough together so a

single piece of solder could connect them all to the amplifier if higher frequencies were not

required. Figure 5.2 shows an example where the indium solder would connect two electrodes

to the amplifier at once.
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Figure 5.2: Top view of device

5.1.2 C3A and C3B electrode patterns

Two electrode patterns that come up quite regularly in both the particle DEP (section 9)

and microdroplet arrays (section 10 are referred to as C3A and C3B to keep things brief.

The reason for this naming convention came quite early in the PhD and refers solely to their

location on the photomask. Figure 5.3 shows the schematic and associated dimensions for

these two patterns, with the only difference being the circle size and pitch. C3A (large circles)

refers to the electrode pattern with a pitch of p = 60.5µm and a radius of r = 20.2µm. C3B

(small circles) refers to the electrode pattern with a pitch of p = 45.3µm and a radius of

r = 11.6µm. The seemingly random non-integer dimensions for these patterns were again

established early in the PhD when there was an idea to keep the edge length per unit area

fixed for the axi-symmetric spreading experiments (section 7.2). However, due to the presence

of stagnation lines not allowing for the droplets to spread, this idea was not pursued further
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but the patterns were used for other things.

Figure 5.3: Schematic and dimensions for hexagonal array of circles

5.2 Device fabrication

5.2.1 Silicon wafer cleaving

4-inch boron-doped p-type silicon wafers were cleaved into 35x25mm rectangular devices

using the diamond pen cleaving method. Six devices could be made from each 4” wafer.
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Figure 5.4: Silicon wafer cleaving

5.2.2 Overview of photolithography process

Figure 5.5: Overview of the photolithography process
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[A] – Cross-sectional view of 35x25mm p-type wafer (blue) with polished 1µm oxide layer

(green).

[B] – A monolayer of hexamethyldisilazane (turquoise) is evaporated onto the oxide surface.

Hexamethyldisilazane, commonly abbreviated to HMDS, is a colourless, flammable liquid

that is used to promote adhesion of the photoresist.

[C] – S1813 positive photoresist (red) is spin-coated onto the surface.

[D] – Mask aligner used with a chrome (dark grey) class 4 quartz glass (light grey) inverted

photomask to expose areas of photoresist to UV light.

[E] – Device placed into developer solution which removes the photoresist and HMDS in the

areas exposed to UV light.

[F] – 10nm layer of titanium (grey) and 100nm of gold (yellow) sputter coated onto the whole

surface.

[G] – Device placed into acetone and sonicated to remove remaining photoresist and HMDS,

therefore lifting off the metal above it. This leaves the metal electrode pattern on the area

which was exposed to UV light.

[H] – A 0.2µm layer of Novec 2702 (light blue) can be spin coated or dip coated when a

hydrophobic surface is required.

5.2.3 Cleaning

The devices [A] were air dusted, rinsed with isopropyl alcohol, and placed into Petri dishes

to be cleaned thoroughly. In the cleanroom, the devices were cleaned in a series of ultrasonic

bath cycles for 5 minutes each. The first and second baths contained 5% and 0.5% Decon

90/DI water solution respectively. The final bath consisted of only DI water. Each device was

rinsed with isopropyl alcohol and blow-dried with nitrogen after each cycle. After the final
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bath, the devices were rinsed with isopropyl alcohol, blow-dried with nitrogen, and placed

on a hotplate at 200°C for at least 10 minutes, although each device was left on the hotplate

until the application of the HMDS (see 5.2.4). The purpose of keeping them on the hotplate

was to ensure that they were as dehydrated as possible for the next step.

5.2.4 Photoresist application

Each device was taken off the hotplate one at a time for this step. In the fume cupboard,

another hotplate was set to 110°C, and a clean glass slide was placed on it. A device was

taken off the 200°C hotplate, rinsed with isopropyl alcohol, blow-dried with nitrogen, and

placed onto the 110°C hotplate next to the glass slide. Reagent grade hexamethyldisilazane

(HMDS) was extracted from the bottle using a needle and syringe, and a few small drops

(≈10µL) were dispensed onto the glass slide. A petri dish was used to quickly cover both

the glass and device for 45 seconds, allowing enough time for the HMDS to evaporate and

form a monolayer [B] on the polished silicon oxide surface to help promote adhesion of

the photoresist. The device was placed onto the spincoater chuck, S1813 photoresist was

dispensed onto it using a plastic pipette, and it was spun at 500RPM for 10 seconds and

3000RPM for 30 seconds. This produces a thin film of S1813 roughly 1.5µm in thickness.

Immediately after spin coating, the device was placed onto the 110°C hotplate and covered

with a petri dish to bake for 75 seconds. The device was stored in a clean petri dish and this

step was repeated until all devices had been coated [C].

5.2.5 Mask aligner

The UV mask aligner was then used to expose the devices [D]. Since S1813 is a positive

photoresist, it is the areas that receive an exposure that are removed in the developing stage.

Hence, the photomask was required to be the inverse of the final electrode design. AutoCad

was used to design the photomasks as a .dwg file and this was sent to JD Photo Data for

manufacturing. The 5” chrome photomasks were made from quartz glass and had class 4
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(500k dpi) resolution to get the best possible minimum feature size. The mask was placed

chrome side down on the mask aligner and held in place by a vacuum. Soft contact exposure

at a brightness of 30 kilolux for five seconds was performed on one device at a time. These

devices could then be stored in a petri dish under dim yellow light conditions for several days

if required, although moving onto the developing stage was always done on either the same

or the following day.

5.2.6 Developing, sputter coating and metal lift-off

One at a time, the devices were placed into a microposit MF-319 developer solution. Slight

agitation was needed to remove the areas of photoresist that had been exposed to the UV

light on the mask aligner [E]. This typically took about one minute. The device was then

rinsed in a beaker of DI water for 30 seconds to remove any excess developer before being

blow-dried with nitrogen. The devices were placed into the sputter coater and coated with

a 10nm adhesion layer of titanium and then 100nm of gold [F]. Titanium is regularly used

as an adhesion layer to prevent the gold from peeling off the silicon oxide surface [162].

The calibrated deposition rate for titanium was 2.5nm/min at 150mA and for gold it was

15nm/min at 40mA. Finally, the sputter-coated devices were placed into some 99.8% purity

acetone in an ultrasonic bath for five minutes to remove the remaining photoresist [G]. This

lifted off any metal that was sitting on top of the photoresist, leaving the patterned metal

electrode where the photoresist was removed during the developing stage. The devices were

wiped with a lens tissue soaked in acetone to ensure all photoresist was removed, rinsed with

isopropyl alcohol, and blow-dried with nitrogen.

5.2.7 Hydrophobic coating

When required, a robust fluoropolymer hydrophobic coating called Novec 2702 was used to

increase the initial contact angle of the liquids used in the experiments. Novec 2702 can be

coated using various methods, but the two used during this PhD were spin coating and dip
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coating. To spin coat, a syringe was used to place a small amount onto the surface, and it

was spun at 1000RPM for 20 seconds. To dip coat, the device was submerged into a small

bottle of Novec 2702 for 5 seconds and then held sideways for 30 seconds so that any excess

dripped off onto a paper tissue. A short bake on a hotplate at 80°C for 1 minute ensured the

solvent had fully evaporated, leaving the hydrophobic fluoropolymer surface [H]. The coating

was measured to have a thickness of 0.2µm(±20%) using ellipsometry [163].

5.2.8 Soldering and wiring

Indium solder was used throughout due to its ability to create an ohmic contact with the

silicon and its low melting point. All soldering was performed on a hotplate set to 120°C,

which is 36.6°C below the melting point of indium [164], making it easier to solder due to

the high thermal conductivity of the silicon wafer. To make the electrical connection to the

underside of the device, a diamond scribing pen was used to scratch the oxide layer directly

through some molten indium. This allowed the molten indium to flow into the scratches

made, ensuring a good electrical contact.

5.3 Device characterisation

5.3.1 Change of wafer resistivity after 2 years

Throughout the first 2 years of the PhD the wafers used had a bulk resistivity of 1-10 Ω.cm.

At higher frequencies there appeared to be some heating (section 5.3.3), and therefore it was

decided that the next batch of wafers ordered would have a lower resistivity (0.1-1 Ω.cm) to

see if this reduced the heating effect. In addition, due to the nature of MOS structures (see

section 3.4), the capacitance of the system can also change as a function of frequency, and

this can be measured using an LCR meter.
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5.3.2 Characterisation of 1-10 Ω.cm wafers

A Keysight E4980A LCR meter was used to measure the capacitance across two 9mm x

7mm electrodes simultaneously since this was often the most common configuration when

performing experiments. This meant the total electrode area was 2x9x7=126mm2. For an

ideal parallel plate capacitor with plates of this area, a dielectric thickness of 1µm and a

dielectric constant of εr = 4, the capacitance given by the basic formula (eq 3.7) is 4.46nF.

This simple calculation was used to check that the LCR readings were giving reasonable

results so that the wafers could be characterised. Figure 5.6 shows the data for how the

capacitance of the device changes as a function of DC bias for frequencies ranging from

300Hz to 100kHz. Firstly, it is important to note that the capacitance ranges from 3.5nF to

4.4nF so that it is in the right ballpark concerning what is expected in an ideal case.
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Figure 5.6: Capacitance vs DC bias measurements for 1-10 Ω.cm wafers

In the measurements shown in figure 5.6, the live terminal was connected to the P-type silicon

whilst 0V was connected to the top electrode. This is important to note since it affects which
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polarity the inversion and depletion regions of the C-V curve will lie (see section 3.4). The

results from the LCR measurements for these wafers show some inversion and depletion which

is dependent on the frequency, revealing that the average capacitance of the system will be

around 10% lower at 100kHz (≈ 3.8nF) compared to 300Hz (≈ 4.2nF).

5.3.3 Frequency related heating of 1-10 Ω.cm wafers

It was noticed that at higher frequencies the devices tended to get hot. To quantify this,

one 9x7mm electrode was connected to the amplifier on the 35x25mm device, the device was

attached to the plastic holder as usual, and various frequencies were tested for voltages of up

to 200V. For frequencies above 30kHz, the amplifier could no longer drive the device to higher

voltages, so only the highest possible voltage for those frequencies has been recorded. Since

the top surface of the wafer is very reflective in the infrared range that the FLIR-E63900

thermal camera uses, some masking tape was stuck onto the top surface of the wafer and its

temperature was instead recorded on the thermal camera. Figure 5.7 shows the results of

this experiment.
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Figure 5.7: Temperature vs Voltage at several frequencies for 1-10 Ω.cm wafers
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The results show that even at frequencies as low as 5kHz, there is some heating effect causing

the device temperature to increase at voltages above 150V. This gets especially noticeable at

frequencies >10kHz, with the device managing to reach a temperature of 45°C at 200V at

30kHz. This increased temperature could potentially have a few effects on any experiments

performed at these parameters. The first is that the resistivity of the device will increase

with temperature. In addition, heating the device will also heat the liquid, which will in

turn decrease its viscosity and increase its evaporation rate. This is something that must be

taken into account and therefore voltage/frequency combinations that could cause the wafer

temperature to exceed 30°C were never used in experiments to minimise this heating effect

(e.g. 8kHz at <200V was used in chapter 7.1 to keep within this limit).

5.3.4 Characterisation of 0.1-1 Ω.cm wafers

The second batch of wafers purchased from Mi-Net Technology Ltd were identical to the

first, except for having a resistivity in the range of 0.1-1 Ω.cm. The LCR meter was again

used to measure the capacitance vs DC bias for frequencies from 300Hz to 100kHz. Similarly

to the higher resistivity wafers, it was measured for two 9mm x 7mm electrodes simultane-

ously, which would give an ideal capacitance value of 4.46nF. As seen in figure 5.8, the LCR

measurements also gave values close to this value. However, one major difference between

these newer lower-resistivity wafers and the older higher-resistivity ones is the obvious flat-

ness of the data across the entire DC bias range. For all practical purposes, the capacitance

is constant as both a function of DC bias and frequency for the 0.1-1 Ω.cm wafers. This ef-

fectively means the system is behaving more like a metal-insulator-metal capacitor instead of

a metal-insulator-semiconductor capacitor. It is speculated that due to the higher doping of

boron in the lower resistivity wafers, there are enough free holes for the silicon to effectively

behave like a conductive metal, also known as a degenerate semiconductor [101]. Unlike

the higher resistivity wafers, the 0.1-1 Ω.cm wafers did not undergo a net heating effect for

the frequencies and voltages that were applied to the devices in the experiments. This was

confirmed using the thermal camera, and no increase above room temperature was observed
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for any sensible voltage/frequency combination for these lower resistivity wafers.
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Figure 5.8: Capacitance vs DC bias measurements for 0.1-1 Ω.cm wafers
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6 Experimental methods

This chapter covers the experimental methods used throughout the PhD. Section 6.1 describes

the experimental setup, including the basic rig setup, electrical equipment setup and the

method for creating the particle suspension used in chapter 9 of the thesis. Section 6.2

explains the techniques used for image processing and data analysis.

6.1 Experimental setup

6.1.1 Basic rig setup

Throughout the PhD, there was very little change to the fundamental experimental setup. It

consisted of a custom-made plastic holder to which one end of the device was secured. The

holder was attached to an x-y translation stage which was attached to a Thorlabs breadboard

table. A Thorlabs DCC1545M side view camera was used to look at the droplets along the

y-axis to measure their height, width and contact angle. This side view camera had x-z-

translation for viewing different areas of the droplet and y-translation for adjusting focus.

The height of the camera was adjusted manually on its post holder to change the z-direction.

A Thorlabs DCC1645C top view camera was attached to a z-translation stage for fine focus

adjustment which was then attached to a large z-translation beam. The x-y translation and

rotation of the top camera were controlled manually by adjusting the post holders attaching

it to the main beam. Both cameras were connected to a Windows 10 PC where uEye Cockpit

camera software was used to take photos and record videos.
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6.1.2 Electrical setup, waveforms, frequencies, and voltages

To supply voltage to the device, a Keysight 33500B Series waveform generator and TRek

Model PZD700 piezo driver/amplifier were connected to the device wires using large crocodile

clips. A Tektronix TDS 2014 four channel digital oscilloscope and Agilent 34401A 61
2

digit

multimeter were placed in parallel to measure the waveform and RMS voltage across the

device. The breadboard was also earthed for safety.

AC sinusoidal waveforms were always used throughout the entire PhD. Frequencies used

were limited by the capacitive nature of the device, which ranged from 10Hz to 30kHz. At

frequencies greater than 30kHz the amplifier had difficulty driving the voltage due to the

large capacitance, with heating also becoming an issue at higher frequencies and voltages. A

FLIR-E63900 thermal camera was used to measure the temperature of the device at several

frequency/voltage combinations. Since gold and polished silicon oxide are very good reflectors

of infrared light, the temperature of some masking tape stuck on a small area of the device

was measured to make sure the readings were accurate. The results of this are shown in

section 5.3.3.

6.1.3 Making the polymer microsphere suspension

To get the right concentration of polystyrene microsphere to liquid suspension, a 10µL droplet

from the bottled suspension of Fisher Scientific FluoSpheres™ 10µm yellow-green fluorescent

polystyrene microspheres was dispensed into a small glass vial using a micropipette. This

was then heated at a low temperature of 50°C until all the liquid had evaporated. It was

allowed to cool, 200µL of liquid was added to the vial and then it was stirred and sonicated

to make sure the particles were as separated as possible. If left for a while the suspension

would separate, so it always required to be sonified before any experiments.
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6.2 Image processing and data analysis

The main method of obtaining data throughout the PhD was through the side and top view

visual cameras and using image processing software to translate photos and videos into spatial

coordinates of the liquid and/or particles.

6.2.1 Contact angle measurements

To measure the contact angle of the droplet for both the uni-directional (section 7.1) and

axi-symmetric dielectrowetting (section 7.2) experiments, monochromatic images were taken

from the side view camera using a 5x lens with a white back-light, with extra care being taken

to focus the camera on the point at which the droplet makes contact with the surface of the

device. A small ‘letter-box’ slit was stuck onto the front of the backlight using cardboard

and blue-tac, which helped get the best contrast possible between the droplet (black) and

the background (white). The reflection of the droplet was always seen below it, which helped

reveal the surface and hence the baseline at which the contact angle could be taken.

Figure 6.1: Raw, cropped and thresholded side view images of droplet

Once the photos were taken, they were imported into the image processing software, ImageJ.

In ImageJ, the photos were cropped so that only the droplet and its reflection were in the
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image, rotated so that the device surface was parallel to the x-axis, and finally thresholded

using the Otsu algorithm so that the droplet and its reflection were completely black and the

background was completely white. For a given set of measurements, such as a voltage sweep

from 0V to 200V at 10kHz for example, all the droplet images were stacked and saved as .avi

file ready for the next step.

Figure 6.2: Droplet Analyser V14 Matlab figure - Green lines show polynomial fit, the dark
blue line shows circle fit and the straight pink line is a baseline set by the user.

To measure the contact angle of the thresholded droplets, the .avi file was saved into the same

folder as the Droplet Analyser V14 Matlab code, which was developed by previous colleagues

and students at NTU, with the most recent version being developed by Dr Andrew Edwards.

This code can determine the contact angles of both the left and right sides of the droplet

by setting a baseline to measure from, which is the pink line in figure 6.2. Either a circle

fitting (dark blue line) or a polynomial fitting (green lines) algorithm could be chosen as the

preferred method of measuring the contact angle. In most cases the discrepancy between the

two methods was minimal, but the average of the two methods was always taken in case there

was some disagreement. The radius and height of the droplet could also be measured using

the software. Figure 6.3 shows two graphs produced by the droplet analyser code, the left

one showing the radius measurements and the right one showing the two fitting algorithms

and their moving average (light green line). The x-axis on the graphs is time due to the
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fact it is several stacked images in a .avi file and it represents the time in the video. The

x-axis was later manually changed when importing the outputted values into Excel to a more

appropriate unit, such as voltage.

Figure 6.3: Radius and contact angle graphs from Droplet Analyser V14 code - Contact angle
plot shows the circle fit (blue dots), polynomial fit (red dots) and the moving average of both
(light green line).

6.2.2 Thread measurements

All data for the length and width of liquid threads (section 8) was achieved via manual

measurements in ImageJ using photos taken from the top view camera with either a 5x or

10x lens with an LED ring light for illumination. The devices always had some sort of inbuilt

scale bar, such as the 5x5mm central area, so no external calibration scale ever had to be used

to calibrate the measurements. For dynamic thread measurements with time dependence,

videos were taken and saved as .avi files with frame rates typically around 20FPS. These .avi

files could then be uploaded as image stacks into ImageJ where the length can be measured

when the exact time in the video is known.
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Figure 6.4: Measuring threads in ImageJ

6.2.3 Particle analysis

To determine the locations of the polymer microspheres in section 9, it would have been

impractical and very time-consuming to measure the distance of each one from the centre of

each hole or stripe manually by using the distance tool that was used to measure the length

of the threads (figure 6.4). Instead, the images needed to be rotated, cropped, converted to

greyscale, thresholded and put into the ImageJ ‘analyse particles’ function. The minimum

and maximum area were set to a range so that only single microspheres were selected, and any

clumps or small other bits of debris were ignored. This was typically between 100-300µm2

since the area of the particles could vary with things such as focus, light intensity, and the way

they were thresholded. The circularity was also set to 0.8 to further ensure only microspheres

were analysed. The centre x-y coordinates outputted by this function could then be used to
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determine the relative positions of the microspheres to the background electrode depending

on the pattern, either using MOD functions in Excel (for striped geometry) or a Matlab code

(for circle geometry).

Figure 6.5: Particle DEP analysis method using ImageJ

6.2.4 Microdroplet measurements

There were a couple of methods used to measure the size of the microdroplets in sections

8.5 and 10. The simplest was to use the length tool in ImageJ on a zoomed-in image. For

section 8.5 this was only done along the axis of spreading and 3 measurements were taken

for each before being averaged. For section 10 this was done along multiple axes (as seen in

figure 6.6) which were then averaged. In addition to being very time-consuming to measure

the droplets manually, a major flaw in this method was that there was never a well-defined

edge to the droplet which meant there was a certain degree of subjective interpretation to

the data.
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Figure 6.6: Manually measuring microdroplets using length tool in ImageJ

For a quicker and less subjective analysis of microdroplet size, a thresholding method was

used in ImageJ. However, this did come with its issues since lighting levels and focus affected

the final thresholded size of the microdroplets. Therefore, cross-checking the size of the

thresholded droplets with their size measured using the manual length method was important

to make sure the correct threshold algorithm was used in ImageJ to get the most accurate

result.
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Figure 6.7: Measuring size of microdroplets using thresholding in ImageJ

Figure 6.7 shows the steps that were used to obtain the microdroplet area in ImageJ. They

are as follows:

1. Obtain a clear zoomed-in image of the microdroplets. This was done using either a 10x

or 20x microscopic lens on the camera.

2. Convert the coloured image to an 8-bit black and white image in ImageJ.

3. Use one of the appropriate thresholding algorithms built into ImageJ. This needed

testing to see which one gave the best result and cross-checking against the manual

measurements. The most common thresholding algorithms used were Default, Otsu,

Max Entropy and Li.

4. Use the ‘fill holes’ function to fill in the thresholded white rings. This is due to the fact
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a ring light was being used, which gave a black interior after thresholding.

5. Use the ‘analyse particles’ function to detect all the thresholded droplets. The minimum

area and circularity were often tweaked to ensure only the droplets were getting picked

up and not other things such as specks of dust or scratches.

6. Once the area is given by the function, the diameter/base radius can then be extrapo-

lated if we assume that they are circular.
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7 Dielectrowetting

The first major area of research of the PhD was to investigate the dielectrophoresis-induced

wetting of a sessile droplet. This has been done several times in the past using coplanar

interdigitated electrodes on a glass substrate with a thin dielectric layer on top [151] [165].

In addition to spreading a droplet, the same geometry was used to study the dewetting of

a thin film into a sessile droplet [166] [167]. This chapter aims to describe and explain how

the novel MOS capacitor geometry was not only able to reproduce the results of previous

dielectrowetting experiments, but also produce new phenomena that are not possible with

the coplanar IDE geometry which are documented in 4.4.2.

7.1 Uni-directional dielectrowetting

The first step was to reproduce what is known as ‘uni-directional dielectrophoresis induced

wetting’ or ‘uni-directional dielectrowetting’. This refers to the ability to spread a sessile

droplet along only one axis so that its length, but not width, increases as a function of the

voltage applied. The droplet’s contact angle along the axis of spreading also decreases as a

function of the voltage. On previous coplanar IDE geometries [151] [165], a linear relationship

between the cosine of the contact angle and the square of the voltage was established. This

relationship was analytically derived using the surface energy of the droplet, Young’s equation

and the electrostatic potential energy from Maxwell’s equations. Due to the electrostatic

potential energy in a capacitor being proportional to voltage squared [168] and the fact we

were using a sessile droplet that obeys Young’s equation, the same linear relationship was

expected from the new geometry.

To achieve uni-directional dielectrowetting, long rectangular holes (or stripes), were patterned

into the metal electrode via photolithography. The overall electrode size was 9x7mm and the

striped area was 5x5mm. Indium solder was used to connect the metal electrode to 0V whilst
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the live voltage terminal was soldered to the p-type silicon underneath the oxide layer. More

information on this can be found in section 5.1. The length of the stripes was 5mm and four

different widths were tested, of which three are presented in the analysis below. The stripe

widths were 5µm, 10µm, 20µm and 40µm. The width of the metal in between each stripe

was chosen to always be the same as the stripe width. For example, the 20µm stripes would

be a 20µm stripe of silicon oxide, then a 20µm stripe of metal, then a 20µm stripe of silicon

oxide and so on. This pattern repeats over the entire 5mm area of interest, giving a total of

125 silicon oxide stripes and 123 metal stripes. Hence, the thinner the stripes, the more of

them will be under a droplet of a given size. This is important since the number of edges per

unit area increases with thinner stripes.

Figure 7.1: Top view of long rectangular stripes. Droplet spreads along the x-axis when a
voltage is applied.
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Figure 7.2: Cross-sectional view of device. Droplet spreads along the x-axis and the contact
angle decreases as a function of voltage.

7.1.1 Experiment on striped electrodes using TMPTGE

In the early stages of the PhD, the liquid of choice was Trimethylolpropane triglycidyl ether,

or TMPTGE for short. This liquid was chosen because of its excellent dielectric properties,

non-volatility, low conductivity and relatively high equilibrium contact angle (≈75°) on the

hydrophobic coating of choice, NOVEC 2702. It has been used previously at NTU [166] [167]

and produced reliable and consistent results.

A 2µL droplet of TMPTGE was dispensed into the centre of the 5x5mm striped electrode

pattern. The three stripe widths chosen for this experiment were 10µm, 20µm and 40µm.

Each stripe width was tested one at a time on the same device to ensure consistency through-

out the experiment. An AC sinusoidal voltage was applied to the device at a frequency of

8kHz. Figures 7.3, 7.4 and 7.5 show the voltages required to spread the droplet for each

stripe width.
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Figure 7.3: TMPTGE droplet spreading on 10µm stripes at various voltages

Figure 7.4: TMPTGE droplet spreading on 20µm stripes at various voltages
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Figure 7.5: TMPTGE droplet spreading on 40µm stripes at various voltages

Figures 7.3, 7.4 and 7.5 illustrate how the droplets always spread along the direction of the

stripes and do not cross over to neighbouring stripes, therefore elongating and reducing the

contact angle of the droplet along the x-axis. Similarly to previous experiments on IDE co-

planar electrodes [151], the contact angle is reduced as a function of voltage until the droplet

fully spreads to the edge of the patterned area. For the 10µm and 20µm stripes, the droplet

spreads uniformly without any deformities. In contrast, for the 40µm stripes, there are thin

liquid rivulets or “threads” that get pulled out ahead of the main droplet which extend to the

edges of the patterned electrode before the rest of the droplet catches up at a higher voltage.

This phenomenon led to a large area of study for this thesis and is documented in chapter 8.
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Figure 7.6: Contact angle vs Voltage for uni-directional spreading

The points on figure 7.6 show the contact angle measured using a droplet analyser MATLAB

program developed by Dr Andrew Edwards across a range of voltages for three different

electrodes with stripe widths of 10µm, 20µm and 40µm. From the Cos(θ) vs voltage squared

graph (figure 7.7), the linear gradient was extrapolated to produce best-fit lines on the contact

angle versus voltage graph. When calculating the linear gradients from the cosine graph, the

initial data point at 0V was not included in the LINEST function. It was decided this was best

since the contact angle measurement at 0V was most likely not the true advancing contact

angle of the droplet due to the way it had been dispensed onto the substrate using a handheld

pipette. The phenomenon of contact angle hysteresis [169] meant that the contact angle of

the newly placed droplet was somewhere between TMPTGE’s advancing and receding angle

on the Novec 2702. It was only once the dielectrophoretic force started to spread the droplet

that the true advancing contact angle for that given voltage was achieved. This notion is

backed up by figure 7.6, since the measured initial contact angles for the three droplets range

from 69.8°to 71.8°, but the best fit lines all intersect the y-axis between 74.8°and 75.4°. This

would suggest that the true advancing contact angle at 0V would fall somewhere in this
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Figure 7.7: Cos(θ) vs Voltage squared for uni-directional spreading

Like the IDE co-planar geometry, a clear linear relationship between the cosine of the contact

angle and voltage squared was achieved for all three stripe widths. The expectation that the

thinner stripes, with more edges per unit area, would spread the droplet more strongly at a

given voltage was also confirmed by this experiment. The gradients for the 10µm and 20µm

stripes are 1.39 and 1.16 times that of the 40µm stripes respectively. Due to the limited

size of the electrodes and the reduced accuracy in measuring small contact angles of a small

droplet, voltage readings that reduced the contact angle below 30° were not taken. If instead

the trend is followed to see at what voltage a theoretical contact angle of 0° and hence full

wetting is achieved, the results are 156.6V at 10µm, 170.3V at 20µm and 184.6V at 40µm.

Before reaching these theoretical voltage values the droplet fully spreads along the entire

5mm length of the electrode, keeping the contact angle at a fixed value above zero. It can

also be seen from the photos (figures 7.3-7.5) that once the droplet fully spreads it no longer

maintains a sessile circular cap geometry, but instead has a horizontal flat top with a gradual

slope at each end.
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7.1.2 Comparing results with microstrip capacitance theory

These experimental values can be compared to the values predicted by the modified version

of Young’s Law for multiple parallel microstrip capacitors. These equations were derived by

incorporating microstrip capacitance theory from Kwok [170] and Barbuto [171] into previous

dielectrowetting theory from Mchale [151]. In its full form, the modified equation is:

cos(θ(V )) = cos(θY ) + xy
ε0V

2

4WγLV
(7.1)

x =
εliq − εair

2
+

εair − εliq
2

(
1 +

12th
W

)−0.5

(7.2)

y =
W

th
+ 2π

(
1

ln
(
8th
W

+ 1
) − W

8th

)
(7.3)

When plugging in the relevant values for liquid permittivity (εliq = 13.8 [172]), air permit-

tivity (εair = 1), oxide thickness (th = 1µm), stripe width (W = 10µm, 20µm and 40µm),

permittivity of free space (ε0 = 8.854× 10−12m−3kg−1s4A2 [173]) and liquid surface tension

(γLV = 43mN/m [172]), the theoretical coefficient of the V 2 term for each stripe width can

be determined. The ratio of these coefficients can be compared to the experimental values,

and they can be used to plot a theoretical contact angle versus voltage graph which can be

compared to the experimental graph.
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Figure 7.8: Comparing theoretical and experimental plots for uni-directional spreading

Figure 7.8 shows that the theory predicts the droplet’s contact angle should decrease at a

faster rate than seen in the experiments. The theory also predicts that the ratios between

the coefficients of V 2 for the different stripe widths should also be larger than what the

experimental results produced. Several mechanisms were postulated to explain this. Before

exploring these, it is worth noting that the theory at least falls within the same order of

magnitude as the experimental results. It is also important that the theory predicts a lower

voltage, and hence energy, requirement to spread the droplet than the experimental results.

This is because the theory predicts a perfect system where no energy is lost, so it should be

expected for the experimental results to require a higher voltage.

A potential explanation for why the experimental droplets require a higher voltage to spread

is due to the friction on the surface, which exerts a force against the direction of spreading.

Additional work would be required by the dielectrophoretic force to overcome this, requiring

a higher voltage. It is also possible that the parallel microstrip capacitor theory is an overly

simplistic way of modelling the geometry used in the experiments. For example, the real

devices are not perfect conductors on the bottom plate and there is a thin layer of hydrophobic
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coating above the electrodes. In addition, the microstrip capacitor theory is used to determine

the capacitance of a single microstrip. To derive the energy for the modified Young’s law

(eq 7.1), it is assumed that the capacitance of a single microstrip can be multiplied by the

number of stripes in parallel. However, placing them in close proximity would cause some

interaction between the neighbouring microstrips and their fringing fields, reducing the overall

capacitance and electric field strength and therefore requiring a higher voltage to spread the

droplet. This may also explain why the V 2 coefficients for the three widths are closer in

the experiment than in theory, due to the thinner stripes being in closer proximity than the

wider stripes and hence having stronger interference with their neighbouring stripes.

To justify the hypothesis that the electric fields of neighbouring microstrips interact with

each other, 2D electrostatic simulations were carried out on ANSYS Electromagnetics Suite

19.2. The first scenario tested was that of a single microstrip with a sufficiently large gap to

ensure it would not interact with its neighbour under periodic boundary conditions. A gap of

1mm was assumed to be sufficient in this case (figure 7.9 A). The second scenario tested was

for a microstrip with width W , which had periodic boundary conditions of 2W that reflected

the geometry of the real electrodes (figure 7.9 B).

Figure 7.9: Diagrams show the difference between single and periodic microstrip simulations
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An important consideration when designing the geometry of these simulations was the elec-

trode potential configuration. In addition to the potentials of the microstrip and p-type

silicon, it must be assumed that the potential at infinity is 0V. This means having to intro-

duce another electrode above the fluid. However, this effectively makes a second parallel plate

capacitor between this electrode and the p-type silicon, creating an additional electric field

independent of the microstrip capacitor. To ensure this field is negligible to that produced by

the microstrip capacitor, the top electrode had to be at a sufficiently large enough distance

to ensure the capacitance of this additional parallel plate capacitor was small. To check that

most of the energy in the system was concentrated in the oxide and around the vicinity of

the microstrip (< 100µm) above the surface), a simulation was run with the fluid broken

down into ten blocks of height < 100µm up to 1mm above the surface. The parameters used

for the simulation were:

1mm wide periodic boundary

20µm wide single microstrip (0V)

1mm distance ground electrode (0V)

P-type silicon electrode (1V)

1µm thick silicon oxide (ε = 4)

100nm thick gold microstrip electrode

TMPTGE as fluid (ε = 13.8)

Air as fluid (ε = 1)

All electrodes were set as ‘perfect conductors’

TMPTGE ( r = 13.7)Air ( r = 1)

SiO2 ( r = 4) 1 m

Figure 7.10: ANSYS simulation showing electric potential lines at electrode edge
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The simulation was run for both TMPTGE and air. The energy for each block is listed in

table 1.

Table 1: Table of energies for the oxide and 100µm blocks of fluid above it

The results from the simulations show most of the energy in the system is stored in the oxide

layer for both air and TMPTGE. For TMPTGE, 20% of the total energy is stored in the

fluid between 0 − 100µm. This value is only 3% for air. For both fluids, the energy from

100− 1000µm was summed to see how much energy was being stored by the larger parallel

plate capacitor. This amounted to 9% for TMPTGE and 1% for air. This was considered

small enough for the purposes of the test. Table 1 also shows that for both fluids, the energy

stored per 100um block drops off by more than an order of magnitude at more than 100um

above the surface. Note that the energy dimensions are in J/m since this simulation is a 2D

cross-section of the geometry.

Once it was established that most of the energy in the system comes from the microstrip ca-

pacitor, the next step was to test whether the electrode potential configurations (1V/0V/0V),

(0V/1V/0V) or (-0.5V/0.5V/0V) played a significant role in the energy. The simulations

showed the difference was only 2%, so the configuration is not an important factor and the
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(1V/0V/0V) configuration was chosen for all future simulations.

The final check to make sure everything was being simulated correctly was to make sure the

energy in the simulation scaled as a function of the voltage squared, as by:

En =
ε

2

∫
Vl

|E|2 dVl (7.4)

where En is the energy stored in an electric field, ε is the dielectric permittivity of the

material, E is the electric field, and Vl is the volume. Since the electric field is proportional

to voltage and the energy is proportional to the electric field squared, the energy is therefore

proportional to the voltage squared.

Voltages from 0V to 10V were tested on a 20µm microstrip for both air and TMPTGE, and

the total energy in the system was plotted against voltage squared. The energy was indeed

linearly proportional to voltage squared as seen in figure 7.11, verifying the simulation was

correctly calculating the energy in the system.
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Figure 7.11: Energy vs Voltage squared in ANSYS simulation
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Once all preliminary checks were done on the ANSYS simulation, the two scenarios in figure

7.9 were tested for the three microstrip widths. Table 2 shows the results of these simulations.

Width (µm) Periodic (J/m) Single (J/m) Difference (%)
Air 10 2.02E-10 2.07E-10 2.75

20 3.81E-10 3.83E-10 0.47
40 7.37E-10 7.41E-10 0.35

TMPTGE 10 2.64E-10 3.11E-10 17.76
20 4.69E-10 5.08E-10 8.11
40 8.53E-10 8.84E-10 3.63

TMPTGE - Air 10 6.18E-11 1.03E-10 66.85
20 8.87E-11 1.25E-10 40.92
40 1.15E-10 1.44E-10 24.56

Table 2: Energies for each condition in air, TMPTGE and the difference between them

The results of the simulation reveal that there is very little difference between the single

microstrip and periodic boundary case in air, for all widths. On the other hand, in TMPTGE

there becomes a significant reduction in energy in the periodic boundary case compared to the

single microstrip, especially for the 10µm case (17.76%). This infers there is some interaction

going on between the electric fields of neighbouring microstrips. Additionally, what creates

an even larger discrepancy between the single and periodic case is when the energy difference

between TMPTGE and air is calculated. Here we see that there is a difference of 67.85% for

10µm, 40.92% for 20µm, and 24.56% for 40µm. Since it is ultimately the difference in the

potential energy of the electric field between the two fluids that produce the DEP force, a

large reduction in this difference could be the reason why the experimental results require a

higher voltage (and thus energy) than that predicted by the theory in equation 7.1, which

assumes many non-interacting microstrips in parallel.

7.1.3 Dielectrowetting frequency dependence

In addition to the obvious voltage dependence that we expect due to a higher electric field

strength producing a higher DEP force, there was also a frequency dependence associated
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with the dielectrowetting effect. Figure 7.12 shows how the contact angle of a droplet of

decanol is affected by the frequency of the electric field at three different voltages on the

0.1-1 Ohm.cm wafers. For each voltage, the frequency was swept from the lowest (50Hz)

to the highest (30kHz), and the contact angle decreased as the frequency increased until a

saturation frequency of around 2-5kHz, depending on the voltage.
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Figure 7.12: Contact angle versus log10(f) of a decanol droplet on the lower resistivity 0.1-1
Ohm.cm wafers

Since the capacitance of the 0.1-1 Ohm.cm wafers was measured to be practically constant

across all frequencies tested (figure 5.8), it can be considered a safe assumption that it is not

the wafer that is causing this frequency dependence on the contact angle. Similar frequency

dependence was also seen on the higher resistivity 1-10 Ohm.cm wafers, but they were not

chosen for this experiment since it was the liquid’s frequency dependence that was being

tested. Instead, it is hypothesised that the dielectrowetting effect is diminished at lower

frequencies due to the conductivity of the liquid. This was also briefly observed in the early

stages of the PhD when older propylene glycol that had been left in a small vial for a few weeks

tended to require a higher voltage to spread than fresh propylene glycol. Since propylene
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glycol is hygroscopic it will absorb water vapour from the air over time, therefore increasing

its conductivity and diminishing the dielectrowetting effect. This ageing effect of propylene

glycol was the reason its use was discontinued very early on in the project.

7.2 Axi-symmetric dielectrowetting

Since previous coplanar IDE geometries have been limited to having their electrodes sepa-

rated by equally spaced fingers, this has put severe restraints on the possible electrode designs

and therefore limited the ways liquids can be spread using the dielectrowetting phenomenon.

Although previous attempts have been made to produce axi-symmetric dielectrowetting by

producing a ‘zipper’ style electrode geometry, these produce droplets with wrinkly top sur-

faces as seen in the 2015 paper by Russell et al. [174]. Due to the nature of the MOS

geometry used in this PhD, in which one electrode sits underneath the pattern instead of

being part of it, it opens many possibilities in the way the top electrode can be patterned.

Consistent repeating patterns can be produced with the same logic as tiling a kitchen floor,

which allows for all sorts of shapes of different sizes and combinations. This leads to being

able to spread liquids in multiple directions to form a variety of droplet shapes and uniform

thin films. Figure 7.13 shows just four patterns used during this project. Yellow in the figure

represents where the gold is deposited and black is where there is silicon oxide, similar to the

previous striped geometry in section 7.1. From top left to bottom right we have a tessellated

array of hexagons, an array of octagons with small squares in between, tessellated crosses,

and interlinking “hourglasses”. In all patterns, the width of the gold separating the shapes

was kept at a constant 10µm.

112



Figure 7.13: Examples of axi-symmetric electrode patterns used. From top left to bottom
right - hexagons, octagons and squares, crosses and hourglasses.

7.2.1 Initial issues with axi-symmetric spreading designs

Prior to designing and making the patterns in figure 7.13, earlier attempts for axi-symmetric

spreading did not go according to plan. The first design for axi-symmetric spreading produced

hexagonal arrays of circular holes of various diameters and spacing. It was expected that the

liquid would feel an equal force in all directions by this uniform array and therefore spread

as a circular droplet equally in all directions. However, one fundamental problem with this

circular hole design was that we ended up with “stagnation lines” between the holes, in which

there was no overlap between neighbouring shapes, therefore not allowing the meniscus of

the liquid to get close enough to the fringing field of the next shape to “jump across” the

gap of gold (figure 7.14). Later on, using liquids with lower contact angles could overcome
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this, but since the initial tests were done with TMPTGE it was considered a big hurdle at

the time.

Figure 7.14: TMPTGE droplet unable to cross stagnation lines

When designing new patterns of axi-symmetric spreading, a rule of thumb was to see if a

straight line could be drawn from one point on the array to another without crossing the

edge of a shape. If this was the case, it was very likely that this line would become a point of

stagnation in which the droplet could not spread across. This is what inspired the tessellated

array designs in figure 7.13, in which it is not possible to draw a large straight line across the

pattern without intercepting the edge of a shape, which always gives the liquid the ability to

spread to the neighbouring holes.

7.2.2 Hexagonal axi-symmetric spreading

The easiest solution for the stagnation line issue was to keep a hexagonal array but change

from circular holes to hexagonal holes. As seen in the top left of figure 7.13, it is not possible

to draw a straight line across the array of tessellated hexagons as long as the gap between

them was kept relatively narrow compared to their width.
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Figure 7.15: Top view of hexagonal spreading. It shows how the underlying hexagonal elec-
trode geometry (see figure 7.13) influences the symmetry of the droplet. At higher voltages
(150V) the droplet is fully spread over the entire electrode area into a thin film.

Measuring the contact angle of axi-symmetric spreading droplets is not as simple as that of

uni-directional droplets, as seen in section 7.1. With a uni-directional droplet, a side view

camera can be set up so that it is perpendicular to the direction of spreading, and the point

of the droplet that is being measured remains at a relatively constant distance away from the

camera and in focus. With an axi-symmetrically spread droplet the contact angle changes

in all directions, and the droplet is deformed into a polygonal shape (see figure 7.15). This

made measuring the true contact angle of the droplet a little more difficult, and thus there

are likely to be more errors associated with the data.

Similarly to how different stripe widths were tested in section 7.1, three different hexagon

sizes were tested which had edges of length 20µm, 30µm and 40µm. There was always a

fixed gap of 10µm between the hexagons for all sizes. These are referred to as Hex20, Hex30

and Hex40. Figure 7.16 reveals how the contact angle of a decanol droplet on Novec 2702
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changes as a function of voltage at 8kHz for the three different sized hexagonal holes.
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Figure 7.16: Contact angle vs Voltage for axi-symmetric spreading

At first glance, there appears to be a similar relationship to the uni-directional case, but when

we plot cos(θ) vs V 2 (figure 7.17) it can be seen that there is no longer a linear dependence

and that a higher voltage is required to fully wet the droplet in the axi-symmetric case.
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Figure 7.17: Cos(θ) vs Voltage squared for axi-symmetric spreading
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The divergence from the cos(θ) vs V 2 relationship is not surprising, since the theory described

in section 7.1 only takes into account one direction of spreading, whereas here there are two.

7.2.3 Other axi-symmetric spreading

In addition to tessellated hexagons, several other patterns were tested to see how well they

spread in two directions. Figure 7.18 shows some examples of these. The general rule of

thumb is that the droplet tended to loosely follow the underlying geometry, albeit at a much

lower resolution due to surface tension wanting to pull the droplet into a spherical cap again.

Figure 7.18: Caltrops, crosses, octagons and squares, and hourglass spreading
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When the underlying array has symmetry along both axes, the shape will spread equally in

both directions and eventually form a thin film. This is the case for the caltrops, crosses,

hexagons and octagons/squares. When there is some asymmetry along the x and y-axis of

the underlying array, such as that of the hourglass pattern, the droplet tends to spread in one

direction more strongly than the other, as seen in the bottom right image of Figure 7.18. It

is important to emphasise that the orientation of the patterns shown in the top right corner

of each image is correct with respect to the droplet. When looking at the caltrops pattern,

for example, the 3 corners of the droplet form at 60° rotation to the corners of those in the

underlying pattern. Therefore, it cannot be assumed that the droplet will necessarily mimic

the absolute rotational symmetry of the pattern underneath, but only its relative rotational

symmetry (e.g. 3 vertices for caltrop pattern).
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8 Liquid threads

Something that became apparent in the early stages of the PhD was the ability of this

geometry to produce very thin and long liquid rivulets from a parent droplet along the edge

of the metal electrode. These were given the informal name of ’liquid threads’, which is

what they will referred to as in this thesis. Similarly to the uni-directional spreading model

(section 7.1), it is at the liquid/air interface at which the L-DEP force is felt. When this

overcomes the surface tension, Laplace pressure, surface friction and viscous forces, a liquid

thread is formed. Initially in the PhD, liquid threads were created along only one edge of the

metal/oxide interface, which will be referred to as ’thin’ or ’single edge’ liquid threads. Later

on, ’wide’ or ’double edge’ liquid threads were produced by having two electrode edges close

enough together so that two thin threads merged into a single wide one. Both the statics

and dynamics of non-volatile and volatile liquid threads are covered in this chapter, as well

as the spreading of microdroplets if the threads are allowed to break up.

8.1 Formation of a thin liquid thread

To produce thin or single-edge liquid threads, a parent droplet can be placed on the edge

of the 7x9mm electrode. This gives only one metal/oxide interface along which the thread

can be drawn out by the non-uniform electric fields produced at this interface. When a high

enough voltage is applied, a very thin thread of roughly 10µm in width is pulled along the

edge of the electrode. Figure 8.1 shows this for a few voltages, as well as zoomed-in images

of the thread at various distances along its length at 200V. There is a voltage dependence

on both the length and width of the thread, which are quantified in sections 8.2.1 and 8.2.2.

There is also a voltage dependence on the dynamics of how quickly the thread is pulled out,

which is quantified in section 8.3.1.

119



Figure 8.1: Thin threads at various voltages. The top 3 images show the entire thread at
various voltages as it is pulled from the parent droplet (top left of image). The bottom 3
images show a close-up of the 200V thread at various points along the thread.

8.2 Liquid thread statics

In this subsection, we take a look at the time-independent behaviour of liquid threads. We

look at how their length, width and volume vary as a function of voltage once an equilibrium

has been reached.

8.2.1 Thread length vs Voltage

Figure 8.2 shows how the length of a decanol thread depends on the voltage applied. Up until

a certain threshold voltage, the L-DEP force is not strong enough to overcome the surface

tension and Laplace pressure, and therefore no thread is produced. Just above this theoretical

threshold voltage (V0), the droplet starts to wet slightly along the electrode edge but there

is still no visible liquid thread. Only once the voltage is about 10-15 volts above V0 does a

visible liquid thread form. Once a thread has formed its length has a very strong voltage

dependence, and in the case of figure 8.2 we get Length ∝ (V − V0)
3.5, where V0 = 110V .

Since the length at which the thread grows can often be influenced by imperfections on the
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surface where it gets pinned, several experiments were done and then the lengths of the

threads were averaged.
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Figure 8.2: Thread length vs Voltage - Decanol 1kHz

8.2.2 Thread width vs Voltage

In addition to the length of the thread changing as a function of voltage, the width of a

thread also increases as the voltage is increased. However, unlike the length which has one

measurable value, the width of a thread will taper, getting smaller towards the end of the

thread and wider closer to the parent droplet.

To achieve a thread of uniform width across its entire length, two decanol threads were

pulled out of two separate parent droplets so that they joined together in the centre. Its

width was then measured as a function of voltage at five equally spaced points along its

entire length. The average width W was then calculated and plotted against the voltage

V . Figure 8.3 reveals how there is a very strong linear dependence of thread width versus
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voltage. Assuming a cylindrical type structure, since we have A ∝ W 2, this effectively means

the cross-sectional area of the thread A, is proportional to voltage squared and hence the

energy.
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Figure 8.3: Thread width vs Voltage - Decanol 1kHz

For voltages lower than those shown in figure 8.3, the threads were never able to connect

to form a uniform thread, so they are not shown on the graph. It is expected that the

linear relationship shown would not continue down to widths much below 5µm, and that

instead there would be a point at which the surface tension overcomes the DEP force causing

Plateau-Rayleigh breakup [175].

8.2.3 Thread volume vs Voltage

Using the same connected decanol threads from section 8.2.2, for each thread the voltage was

switched off so that the Rayleigh-Plateau breakup of the threads into small droplets could

be used to determine the overall volume of the droplets by using the receding contact angle

of decanol on Novec 2702 (≈ 40°) and the droplet width, assuming a spherical cap. The
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individual droplet volumes were then added up and divided by the total length of the thread

to get the volume per unit length of the thread for each voltage.
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Figure 8.4: Thread width vs Voltage - Decanol 1kHz

Figure 8.4 shows the thread volume per length for the connected threads at various voltages.

Like in section 8.2.2, there is a certain threshold voltage which is needed to produce a thread

to begin with, but once that has been achieved there is a voltage squared dependence on the

volume past the threshold voltage: Volume ∝ (V − V0)
2, where V0 is 95V in this case.

8.3 Liquid thread dynamics

In this subsection, we examine the time-dependent behaviour of liquid threads. We look at

how their lengths increase and decrease as a function of time under different applied voltages.
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8.3.1 Dynamic evolution of a non-volatile liquid thread

Once the static behaviour of liquid threads had been established, the dynamic behaviour of

non-volatile liquid threads was studied. For voltages ranging from 120V to 250V at 1kHz,

liquid threads were recorded being pulled out of a parent droplet of decanol. ImageJ was

used to measure the thread’s length at each frame as a function of time. Figures 8.5 and 8.6

show the thread length versus time for several different voltages.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Time (s)

0

500

1000

1500

2000

2500

T
h
re

a
d
 L

e
n
g
th

 (
m

)

Thread Length Vs Time

120V

140V

160V

180V

190V

Figure 8.5: Thread length vs Time for lower voltages - Decanol 1kHz
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Figure 8.6: Thread length vs Time for higher voltages - Decanol 1kHz

It is clear that the speed at which the thread evolves increases strongly with voltage. In addi-

tion, the gradient of the length versus time plot does not remain constant, slowly decreasing

until tapering off to zero, which is when we arrive at the static thread regime (section 8.2.1).

The similarities of the liquid thread dynamics to Washburn Law’s 2.2.7 were very telling

from these plots, so thread length squared versus time was plotted for each voltage to see if

they satisfied the Lucas-Washburn equation.
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Figure 8.7: Thread length squared vs Time for lower voltages - Decanol 1kHz
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Figure 8.8: Thread length squared vs Time for higher voltages - Decanol 1kHz

Figures 8.7 and 8.8 show the plots of thread length squared vs time for each voltage. Each

plot produces a strong linear relationship between length squared and time, satisfying the
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Lucas-Washburn equation L = (Dwt)
1/2, where Dw is a simplified diffusion coefficient. The

value for the diffusion coefficient is therefore the gradient of the length squared vs time graph,

which can be plotted as a function of voltage (figure 8.9).
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Figure 8.9: Washburn diffusion coefficient vs Voltage for decanol threads

Similarly to the static case (section 8.2.1), the threshold voltage must be determined so that

a better physical understanding of the system can be obtained. At this threshold voltage, V0,

it is assumed that all resisting forces are equal and opposite to the DEP force, resulting in

no net movement of liquid. Once V0 is surpassed, the net force on the tip of the liquid thread

becomes positive and therefore there is movement of the liquid. As the thread grows, the

DEP force required to pull the thread longer increases; so for a given voltage the forces will

eventually balance out again and the thread growth will taper off as seen in figures 8.5 and

8.6. In a perfect system, the thread would grow at an ever-decreasing rate indefinitely, but

since in reality the surface is not perfect and due to pinning, the thread eventually reaches a

static equilibrium.

From figure 8.9, a threshold voltage of V0 = 110V was estimated. This value was then used

in the following equation:

L2/(V − V0)
2 = t (8.1)
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which was used to collapse figures 8.7 and 8.8 into a single graph in figure 8.10.
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Figure 8.10: Figures 8.7 and 8.8 have been divided by (V − V0)
2 and plotted on the same

graph. In this example, a V0 value of 110V was chosen. The line of best fit has been calculated
to find a single diffusion coefficient for the thread dynamics.

From figure 8.10, a single diffusion coefficient was calculated by finding the line of best fit

across all the voltages combined. The diffusion coefficient had a value of md = 6.55 x 10−10

sV 2/m2 from the gradient of the best-fit line. There was also a small offset term of c = 5.61

x 10−12, but this can be assumed to be zero in a Washburn relationship.

8.3.2 Controlled detwetting of non-volatile liquid threads

In section 8.3.1, the dynamic evolution of a single non-volatile liquid thread was shown to

exhibit the behaviour of a Washburn relationship. In this case, the pressure difference created

at the tip of the thread via the DEP force was greater than that of the resisting forces, causing

the thread to grow. In this section, we begin with an existing thread of length L0, which is

128



produced and held in place by a higher initial voltage Vi. The voltage is then switched to a

lower voltage V , which lies somewhere in between the maximum Rayleigh-Plataea break-up

voltage and the minimum voltage required to see any substantial dewetting of the thread. For

example, if Vi = 180V , switching the voltage to 50V will be below the break-up voltage and

therefore not be useful for this experiment. Meanwhile, switching from 180V to 170V will

not produce enough pressure difference to overcome any pinning or contact angle hysteresis.

This thread dewetting experiment was initially attempted using the thin threads produced

along one edge of the electrode as used in previous experiments. However, the dewetting rate

was very practically zero. Using electrodes which had two edges patterned sufficiently close

together so that two thin threads were able to merge into one single ‘wide thread’, it became

possible to see the controlled dewetting dynamics of microscopic liquid threads.

Figure 8.11: Dewetting of wide thread from 180V to 120V - Decanol 1kHz
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Figure 8.11 shows the dewetting of ‘wide threads’ of decanol along the middle of the images.

In this case, the long gold stripe on which the thread is created is at a width of 20µm. By

starting with an initial voltage of 180V and then instantly reducing it to 120V , the thread

begins to recede slowly towards the parent droplet, before receding more quickly the closer

it gets. This was tested for three different final voltages (120V , 133V and 145V ), which

influenced the speed at which the thread receded. Figure 8.12 shows the thread length vs

time for each voltage. This gave a similar feel to the Washburn relationship for threads in

section 8.3, so the length squared was plotted against time in figure 8.13.
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Figure 8.12: Dewetting of wide decanol threads at fixed voltages - Length vs Time
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Figure 8.13: Dewetting of wide decanol thread at fixed voltages - L2 vs Time

Figure 8.13 reveals how there is a so-called ‘Reverse Washburn’ relationship [176] for the

thread dewetting process, in which the speed of recession increases as it gets shorter.

8.4 Liquid thread evaporation

Until now, this chapter has documented the static and dynamic behaviour of non-volatile

decanol liquid threads. At room temperature, the decanol has such a slow evaporation rate

that even the thinnest threads with tiny amounts of decanol would take several minutes to

evaporate. This section examines the behaviour of liquid threads when using a much more

volatile liquid. Isopropyl alcohol (IPA) turned out to be a good candidate for this study, both

due to its high evaporation rate at room temperature and its ability to form liquid threads

in a suitable frequency range (2kHz-30kHz) on the devices used. Since the devices tended

to heat up once they got to frequencies above 10kHz at 200V, the frequency chosen for the

evaporation experiments was set to 7.5kHz so that the temperature of the device did not

change as the voltage was increased, preventing additional variables from being introduced.
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8.4.1 Static length equilibrium of evaporating thread

Something that immediately became apparent was that evaporating liquid threads tended to

maintain a consistent length for a given voltage, revealing that the flow rate into the thread

from the parent droplet was in a balanced equilibrium with the total thread evaporation rate.

This does not necessarily have to be the case. Instead, one can imagine a scenario where the

length of the thread oscillates back and forth as the evaporation and flow rate increase and

decrease depending on the length of the thread. To show how consistent the length of the

threads remained throughout the entire evaporation of the parent droplet, a video was taken

over 90 seconds and the thread length was measured using ImageJ at 5-second intervals.

Figure 8.14 shows a snapshot of the video for 150V at 7.5kHz. It can be seen how the thread

of IPA is much wider than that of a decanol one, and there tends to be more of a taper with

some ripples along its length.

Figure 8.14: Image of two evaporating IPA threads from parent droplet - 150V at 7.5kHz

Figure 8.15 shows a graph of thread length vs time at three different applied voltages. The

values on the y-axis represent the average lengths of the two individual threads protruding

from the parent droplet.

132



0 10 20 30 40 50 60 70 80 90

Time (s)

0

1000

2000

3000

4000

5000

6000

L
e

n
g

th
 (

m
)

Thread length vs Time

140V

150V

170V

Figure 8.15: Final length of IPA threads over time as they evaporate

To quantify the variation in thread length over this time, the average deviation of the length

was divided by the average length and multiplied by 100 to get the value as a percentage

for each voltage. These percentages come out as 6.8% for 140V, 8.4% for 150V and 2.9%

for 170V, showing a very consistent thread length over the entire evaporation of the parent

droplet.

Once it was established that the flow rate into the thread was in a balanced equilibrium with

the evaporation rate of the thread, the voltage dependence for the length of an evaporating

thread could be studied. Like non-volatile liquids, the thread length was expected to grow as

a function of voltage in some way since the dielectrophoretic force at the tip of the thread is

proportional to the voltage squared. In the case of the non-evaporating threads, the limiting

factor of the thread length is speculated to be a combination of pinning and the reduction

in flow described by Poiseuille’s law (see section 2.2.6) that reduces linearly with length.

In the case of isopropyl alcohol, it seems that the thread is not able to reach that limiting

length before fully evaporating. This gives a different length dependence to what is seen with

non-evaporating threads.
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To test the length vs voltage dependence, a 4µL droplet of isopropyl alcohol was placed on

the edge of the electrode and several voltages were applied at 7.5kHz. To prevent pinning

at lower voltages, the thread was first pulled out to a longer length at 210V and then the

voltage was reduced in steps of 10V down to 90V, at which there was no longer enough

dielectrophoretic force to overcome the surface tension of the droplet to pull out a thread.

The length of the thread was always measured from the point at which it protruded from

the droplet, which was pulled slightly further outwards at higher voltages. This experiment

was performed five times with a new droplet each time to show repeatability and achieve

conclusive results. Figure 8.16 shows how the equilibrium length varies at several voltages.

Figure 8.16: Images of evaporating IPA threads from parent droplet at various voltages

Figure 8.17 shows the plot of the equilibrium length vs voltage for an evaporating thread

of IPA at 7.5kHz. Like non-volatile threads, there is a minimum threshold voltage to pull

out any thread. After this voltage, there is a power law relationship between the length of

the thread and the voltage. In this case, the length had a weaker voltage dependence than

the decanol threads, which is assumed to be because as the threads get longer there is more

evaporation and therefore the equilibrium thread length will be smaller compared to threads

that do not evaporate.
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Figure 8.17: Evaporating thread length vs voltage in static equilibrium - IPA 7.5kHz

8.4.2 Dynamic evolution of evaporating thread

In section 8.3.1 the dynamic evolution of non-volatile liquid threads was determined by

capturing a video and recording the thread length versus time at various voltages, which

gave almost perfect Washburn relationships (see section 2.2.7). In this section, the same

experiment was done for evaporating IPA threads at 7.5kHz. Figure 8.18 shows the length

versus time plot of this experiment for a few voltages.
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Figure 8.18: Evaporating thread length vs time - IPA 7.5kHz

The length squared was plotted against time to determine whether evaporating threads also

followed a Washburn relationship, which would give straight line graphs as seen in figures 8.7

and 8.8. Figure 8.19 shows this plot. The plot shows that evaporating threads do not follow

a Washburn relationship like non-volatile threads. Instead, they start with a Washburn-like

behaviour, in which best-fit lines have been plotted to the first second of their evolution, but

then their L2 vs time dependence goes sub-linear. This is to be expected since as they get

longer they begin to evaporate more before reaching a balanced equilibrium length in which

the evaporation rate is equal to the flow rate from the parent droplet.
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Figure 8.19: Evaporating thread length squared vs time - IPA 7.5kHz

8.5 Microdroplet spreading

Once a liquid thread had been pulled out of a parent droplet and allowed to break up via the

Plateau–Rayleigh instability [175], a long line of tiny ‘microdroplets’ were produced along

the edge of the gold/silicon oxide interface. These droplets could then be spread again by

applying a voltage. Due to their small size, it was impossible to get a side view to measure

their contact angle like in section 7.1, so only their length could be measured from above.

Due to the nature of the breakup process, it was difficult to get the droplets to all be exactly

the same size, so several droplets of differing sizes were averaged to get the overall trend

(figure 8.22). The main observation was that the microdroplets grew very little at first until

around 100V at which point there became a strong voltage dependence on the length. In

addition, larger droplets tended to spread more easily than small droplets, although this

wasn’t a strict rule of thumb as seen in figure 8.21.
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Figure 8.20: Spreading of microdroplets along gold/silicon oxide electrode edge
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Figure 8.21: Length vs voltage for all microdroplets
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Figure 8.22: Average length vs voltage of microdroplets

Dr Elfego Gutierrez of Newcastle University was kindly able to create some simulations

in his free time to model the spreading of microdroplets along the electrode edge in the

MOS capacitor geometry. Figure 8.23 shows the simulated droplet at three points in time

as an electric potential is applied across the metal electrode (red) and the underside of

the device (black), which are separated by the oxide layer (clear). The simulation shows

the DEP force acts strongest at the point of contact between the droplet contact line and

the metal/oxide interface. This simulation gives very good qualitative agreement with the

microdroplet spreading at the time of writing this thesis, and more quantitative work is

possible.

Figure 8.23: Simulation of microdroplet spreading along electrode edge
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9 Particle dielectrophoresis

This chapter focuses on the use of the novel MOS geometry to manipulate polystyrene micro-

spheres via the DEP force. First, we look at the effects of how the particles behave along one

edge of an electrode, then how they behave in the striped geometry, then how they behave

in the hexagonal array of circles geometry, before finally looking at some ways in which the

thickness of the liquid film can affect their behaviour. As discussed in section 4.2, dielectric

particles can undergo both negative and positive dielectrophoresis depending on the elec-

trical permittivities, conductivities and frequency of the applied electrical field. Since the

dielectric constant of the 10µm polystyrene microspheres (εr = 2.5) used throughout these

experiments was always lower than that of the decanol (εr = 8), we would expect nDEP in

the higher frequency limit of the Clausius-Mossotti factor (equation 4.2). Simply put, the

particles should move away from the edge of the electrode where the electric field is strongest

when a high-frequency electric field is applied. How low the crossover frequency is should

depend on the conductivities of both the liquid and particles.

9.1 Particle DEP along a single edge

Testing the movement of the particles along a single electrode edge was the most straight-

forward approach to determine the type of particle dielectrophoresis we would get and the

crossover frequency of the system. 1µL of the particle/liquid suspension (see section 6.1.3)

was dispensed onto the edge of the gold electrode, and a 1mm thick glass slide was placed

on top of it to flatten it into a cylinder. The glass slide had 70µm thick Kapton (polyimide)

tape stuck underneath each end to produce a 70µm gap between the surface of the device

and the underside of the glass, hence resulting in a liquid cylinder height of 70µm. The top

camera could then be focused through the glass and liquid to see the device’s surface and

microspheres sitting just above it.
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Figure 9.1: Particle DEP 70µm capped side view diagram

9.1.1 Initial movement of particles

When the decanol/particle suspension was first placed onto the substrate and capped to

form a circular cylinder of 70µm in height, the particles spread out evenly across the entire

surface. Besides the occasional clumps of particles in which the sonication process had not

fully separated them, the majority of the particles were single entities before any voltage was

applied. Using a 5x lens on the top view camera the single edge of one of the 9x7mm gold

electrodes was viewed through the glass slide, and a voltage was applied across the device

at several frequency voltage combinations. It soon became apparent that no matter what

voltage or frequency was applied the particles would always move away from the electrode

edge, which implies negative dielectrophoresis. A couple of examples are shown in figure 9.2,

which shows the 10µm polystyrene microspheres in decanol along a single edge.
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Figure 9.2: Particle DEP along a single edge at two frequency/voltage combinations. The
blue half is the silicon oxide and the gold shows the metal electrode, the microspheres appear
a different colour depending on which surface they are above. In both cases, they move away
from the electrode edge when a voltage is applied.

As stated at the beginning of section 9, since the particles have a lower dielectric constant

than decanol, negative dielectrophoresis is to be expected at higher frequencies. What the

CM factor does not predict is for negative DEP to also occur at frequencies as low as 10Hz,

which was assumed to be below the crossover frequency for positive DEP to occur. However,

the experiments show this is not the case, and the particles always undergo negative DEP.

The discrepancy between the theoretical and experimental crossover frequency has been

emphasised before [177], particularly with particle sizes above 5µm in diameter [178].

Although there was a voltage and frequency dependence on how quickly and how far the

particles moved away from the edge of the electrode, it was decided to not pursue this

quantitatively due to more interesting studies that could be done during this PhD. In addition

to this, the liquid droplet would need replacing for each frequency/voltage, since once the

particles had moved, there was no way to get them to return to their original uniformly spread

out positions. Thus, changing the droplet every time could lead to significant variations in

parameters such as particle concentration near the electrode edge and liquid conductivity

due to the sensitivity of the system.
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9.1.2 Particle chains at low frequencies

An interesting effect that was noticed along the single edge is that at very low frequencies

(<50Hz), after the initial movement seen in section 9.1.1, the particles tended to form long

chains that were always perpendicular to the gold/silicon interface, even when the interface

was curved (see figure 9.3). There was always a bias for the chains to prefer to be on the

gold side of the edge as opposed to the silicon. These chains show very similar behaviour to

the ‘pearl chains’ previously seen in the literature (see section 4.3.4).

Figure 9.3: Long chains of particles form perpendicular to edge at low frequencies (50V/20Hz)

9.2 Particle DEP on striped geometry

Although the behaviour of the particles along the single electrode edge in section 9.1 showed

little frequency dependence due to it always exhibiting negative DEP behaviour, some inter-

esting effects were observed on the more complex geometries, including the striped geometry.

To test the striped geometry the setup was identical to that of the single edge geometry, where

a 1mm thick glass slide with 70µm Kapton tape was used to cap a 1µL droplet of decanol/-

particle suspension (figure 9.1), except this time the droplet was placed onto the centre of
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the 5x5mm striped electrode pattern. Two stripe widths were tested, 40µm and 20µm, each

exhibiting slightly different results. It is important to note that in these more complex ge-

ometries, there are a lot of factors at play, so being able to replicate the exact results of an

experiment with the same frequency/voltage combinations with a different droplet, or even

the same droplet a day later, was very unlikely. This is discussed more in the conclusion.

9.2.1 40 micron wide stripes

Being only 40µm apart, it was already established in section 7.1 (table 2) that the electric

fields from neighbouring stripes have some effect on each other. It did therefore not take much

stretch of the imagination to assume that the particle effect would be altered by bringing two

edges this close together. Of course, they were not expected to suddenly go from exhibiting

negative to positive dielectrophoresis just because the two edges were brought close together.

Instead, it was interesting to see how the edges interacted and caused the particles to behave

in certain ways depending on the voltage and frequency applied.

For the 40µm stripe width it was found that the particles tended to get “trapped” in certain

positions depending on both the frequency and voltage. The effect was much more pro-

nounced at lower voltages, which can be seen in figure 9.4 at 25V. The x-axis is a logarithmic

scale for the frequency of the voltage applied and the y-axis shows how far the centre of the

average particle is from the centre of the silicon stripe. A value of 0µm on the y-axis would

mean that all of the particles are trapped perfectly in the centre of the silicon stripes, whilst

40µm would mean they are all trapped perfectly in the centre of the gold stripes. 20µm with

small error bars would indicate they are attracted to the edge of the gold/silicon interface,

whilst 20µm with large error bars would indicate a completely random scatter.
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Figure 9.4: 40µm/25V: Average particle distance from centre of silicon

In addition to the plot of average particle location vs frequency, figures 9.5-9.8 show the

images and histograms of the particles for 25Hz, 200Hz, 2000Hz and 20kHz. These are four

areas of interest as they show different regimes for the system. Note that the number of

particles in the histogram changes due to the number of single particles that can be analysed

in each image.

At 25Hz (figure 9.5) there is the regime in which the particles tended to be weakly attracted

to the gold/silicon interface. This is not so obvious in this image or data set but was seen in

other experiments (figure 9.9).
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(a) No obvious arrangement of particles (b) Particle distribution at 25Hz

Figure 9.5: 40µm stripes at 25V: Particle distribution at 25Hz

At 200Hz (figure 9.6) there is the regime in which the particles were strongly attracted to

the centre of the silicon stripes. This regime was the most reproducible experimentally, and

always tended to occur in the region of 100Hz-1kHz, although sometimes it extended lower

and higher. Increasing the voltage also made this regime more dominant.

(a) Particles strongly attracted onto silicon (b) Particle distribution at 200Hz

Figure 9.6: 40µm stripes at 25V: Particle distribution at 200Hz
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At 2000Hz (figure 9.7) there is the regime in which the particles were attracted to the centre

of the gold stripes. This result was not always reproducible and only happened at lower

voltages.

(a) Particles strongly attracted onto gold (b) Particle distribution at 2000Hz

Figure 9.7: 40µm stripes at 25V: Particle distribution at 2000Hz

At 20kHz (figure 9.8) there is the regime in which the particles clumped together and drifted

around randomly without being trapped or attracted to a particular location.

(a) No arrangement of particles (b) Particle distribution at 20000Hz

Figure 9.8: 40µm stripes at 25V: Particle distribution at 20000Hz
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Figure 9.9 shows another experiment where the particles were more sparse in the area be-

ing examined. When a low voltage and frequency were applied, the particles were weakly

attracted to the edge of the gold/silicon interface. It could be argued that this is positive

DEP and that the conductivities are now playing a larger role due to the lower frequencies,

changing the direction of the DEP force (see section 4.2). However, this is in direct contra-

diction to the single edge experiments in section 9.1, so there are more electrohydrodynamic

(EHD) effects happening than just dielectrophoresis.

Figure 9.9: Image showing the particles being attracted to the gold/silicon interface at
40µm/25V/25Hz in an experiment with fewer particles.

9.2.2 20 micron wide stripes

As seen in section 7.1, a stripe width of 20µm causes an even greater interference between the

neighbouring stripes than the 40µm ones. Therefore, it only made sense to test this stripe

width to see if they yielded different results than the previous section. The same suspension

of decanol and 10µm polystyrene microspheres were tested using the same 70µm tape method

used for the 40µm stripes.
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Figure 9.10: Particle DEP on 20µm stripes

For the 20µm stripes it was found that more voltage/frequency combinations determined

where the particles got trapped. Figure 9.11 shows a frequency sweep from 800Hz to 10kHz

for voltages from 60V to 180V2.
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Figure 9.11: 20µm: Average particle distance from the centre of silicon for several voltages

This experiment showed some contrasting results to the 40µm stripes in section 9.2.1, with
2The frequency sweep range was not as wide due to this experiment being done much earlier on in the

PhD before the full extent of the low-frequency effects were known.
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the lower voltages causing the particles to stay trapped above the silicon region whilst the

higher voltages caused them to be trapped above the gold. In the middle voltage ranges

(100-160V), frequencies above 8kHz tended to cause the particles to drift without necessarily

being strongly trapped above one particular region. There was never any evidence that the

particles were getting trapped along the edge of the stripes (pDEP) for any frequency/voltage

combination, and the data in figure 9.11 that appears to converge on the edge of the stripes

is solely because it is the average position of randomly floating particles, as seen in figure

9.12. In summary, there were only ever 3 configurations for the 20µm stripes: trapped above

silicon, trapped above gold, or not trapped and floating freely.

Figure 9.12: Particles drift at random at some voltage/frequencies

9.3 Particle DEP on hexagonal array of circles

In this subsection, we review how the polystyrene microspheres reacted in decanol when they

were subjected to the same test as in section 9.2 but instead with the hexagonal patterned

array of circles, which gives a more complex 2-dimensional system. Although more complex,

one advantage of this geometry is that the particles do not tend to clump together as much

and are easier to separate by applying a voltage if they do so.
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9.3.1 Large circles (C3A)

To follow a similar logic to section 9.2, we first look at the circles with the largest diameter,

also known as pattern C3A. The circles have a pitch of 60.5µm and a diameter of 40.4µm.

See figures 9.14-9.17 to get a visual representation of this pattern. Similarly to the stripes,

with the edges being only 40.4µm apart there will be interaction between the fringing fields

expected. In addition, we expect negative DEP at higher frequencies so that the particles

would be repelled away from the edges of the circles. Meanwhile, at lower frequencies, we

expect to see positive DEP, and hence the particles are attracted towards to edges of the

circles. Of course, this is a simplified picture and not only dielectrophoresis can be taken

into account, due to the other EHD effects that could be happening simultaneously [179].

One voltage (100V) was tested across a wide range of frequencies from 40Hz to 30kHz and

the average distance from the centre of the nearest circle of the particles has been plotted

in figure 9.13. The error bars show the standard deviation of the data for this experiment.

Again, there appeared to be both similarities and differences than the results of the striped

geometry. For frequencies in the range 200Hz-2kHz the particles were strongly attracted into

the circles, with there being a sudden spike around the 4-6kHz mark where they were pushed

out of the circles onto the gold. Then at 7kHz and above they were strongly attracted back

inside the circle again, this time even closer to the centre than before. At <100Hz there was

a slightly weaker attraction to the edge of the circle on the gold. Is this weak attraction at

lower frequencies positive DEP? It seems to back up the effects seen in figure 9.9, but then

contradicts what was seen at low frequencies along a single edge in section 9.1, so it is still

inconclusive.
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Figure 9.13: C3A/100V: Average particle distance from the centre of large circles vs frequency

Figure 9.14 shows the image and histogram of the distribution of the particles at 100Hz. It

shows that they tend to be attracted to the edge of the circles on the gold.

Figure 9.14: C3A/100V: Particle distribution at 100Hz
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Figure 9.15 shows the image and histogram of the distribution of the particles at 1000Hz.

It shows that they have a tendency to be attracted inside the circle, but not directly in the

centre.

Figure 9.15: C3A/100V: Particle distribution at 1000Hz

Figure 9.16 shows the image and histogram of the distribution of the particles at 5000Hz. It

shows that they tend to be pushed onto the gold.

Figure 9.16: C3A/100V: Particle distribution at 5000Hz
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Figure 9.17 shows the image and histogram of the distribution of the particles at 10kHz. It

shows that they tend to be attracted inside the circle, and much closer to the centre than

with 1000Hz.

Figure 9.17: C3A/100V: Particle distribution at 10kHz

9.3.2 Small circles (C3B)

Here we take a look at how the microspheres behaved when using the geometry with smaller

circles and a smaller pitch, also known as C3B. Similar to how the 20µm stripes gave differing

results to the 40µm stripes due to the closer proximity of the edges as well as being closer

to the size of the actual particles, this was also the case for the smaller circles. The C3B

geometry consists of a hexagonal array of circles with a diameter of 22.6µm and a pitch of

45.3µm. See figure 9.18 to get a visual idea of the size and spacing of the circles relative to

the microspheres for this geometry.
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Figure 9.18: Image of particle DEP using C3B geometry

A frequency sweep from 100Hz to 10kHz was done for four different voltages and the average

distance from the centre of the circles was plotted against the frequency in figure 9.19. It

can be seen how there was both a voltage and frequency dependence on the position of

the particles. In this geometry, there was much more consistency across all the particles

and there was never a voltage/frequency combination when they appeared to be floating

randomly which can be interpreted from the relatively small error bars in the data, which

show the standard deviation of the average particle distance from their nearest circle centre.
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Figure 9.19: C3B: Average particle distance from the centre of small circles vs frequency

This data further reinforces the hypothesis that it is not only particle dielectrophoresis at

play in this system since the crossover frequency is also voltage-dependent, which is not

included in the Clausius-Mossotti factor.

9.4 Particle DEP liquid film thickness dependence

The final effect discussed in this chapter is that of a liquid film thickness dependence on the

position of the particles, even under the same voltage and frequency. This effect was first

noticed when a glass coverslip with no Kapton spacers was placed on top of a droplet of

particle/liquid suspension on the 5x5mm C3B pattern at 100V/1000Hz. At the outside edge

of the glass coverslip (seen as the curved white line in figure 9.20 due to it not being scribed

and snapped straight) some of the liquid had spread and formed a relatively thick film of

estimated thickness 200µm, and all the particles were attracted onto the silicon inside the
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circles (top left). Right underneath the inside edge of the coverslip, the film was very thin

with an estimated thickness of less than 30µm. Now the particles had all been pushed onto

the gold instead, forming rings around the circles. Finally, the bottom right side of figure 9.20

shows the zone in which the liquid film was estimated to have gotten thick enough for the

effect to reverse and the particles to move into the circles again. To test this systematically,

the film thickness needed to be controlled and measured.

Figure 9.20: Initial discovery of film thickness effect

For all the previous sections up until now (sections 9.1-9.3) there has been a liquid film

thickness of 70µm with a glass slide to cap it, as seen in figure 9.1. It was proven in

simulations using ANSYS (see table 1) that the vast majority of the electric field energy

is stored well below the 100µm zone, so 70µm was deemed suitable for this. However, once

the film thickness is reduced it is conceivable that the presence of the glass slide, which has a

different dielectric permittivity to the liquid, would have an effect on the electrical properties

of the system and therefore change the way the particles behave. Not only this, but the
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glass would also change the way any convection currents from other EHD effects, such as

electroosmosis, would affect the particles.

To measure the film thickness dependence whilst keeping all other variables fixed, a glass

slide was attached to a holder on a fine adjustable stage that had rotation in the x-z plane.

This meant that it could be slanted in such a way that the liquid film was slightly thinner

on one end of the 5x5mm electrode pattern than the other. Therefore, by using one droplet

of particle/liquid suspension and applying just one voltage/frequency combination the only

differing variable would be the film thickness.

Device

Glass

20�m 30�m

Holder + Stage

Figure 9.21: Particle DEP for film thickness side view diagram

Like before, 1µL of particle/decanol suspension was placed onto the 5x5mm array of small

circles (C3B pattern), and then the glass slide was slowly lowered onto it as horizontally

as possible at first. This was because if there was too much of an angle between the glass

slide and the device surface the liquid would quickly slide toward the narrowest part of the

gap. This effect is due to the instability of liquid bridges on non-parallel hydrophilic surfaces

[180]. Once the droplet was sandwiched between the glass slide and the device, it was slowly

squeezed until roughly 100µm in thickness when looking from a side view camera. It was

at this point when the instability of the liquid bridge started to become more prominent, so

finer adjustment was needed. A Thorlabs electronic z-stage was then used to slowly move the

device upwards whilst the rotation of the glass was tweaked by hand. This process took some

trial and error, but after several attempts a relatively uniformly sloped film along the x-axis

was formed, as seen in figure 9.22. It shows how the liquid does indeed move towards the
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smallest gap between the glass slide and the device, but if the angle and thickness are tuned

correctly it is possible to systematically measure the film thickness dependence of this effect.

It can be seen from figure 9.22 how the bottom area of the film has a slight yellow hue whilst

the top has a slightly blue hue. This is because the particles are trapped above the gold at

the bottom and trapped above the silicon at the top. Meanwhile, there is a brown/orange

hue in the centre area, which suggests a combination of the two and no trapping at all.

Figure 9.22: Particle DEP for film thickness top view image

To get accurate estimates of the film thickness, a 20x lens was used and the top-view camera

was set up onto an electronic fine adjustable stage (ThorLabs apt DC Servo Controller). This

was so it could be finely adjusted to focus on the device surface or the underside of the glass

slide. By subtracting the z-distance that the camera had to move between these two points

of reference, the film thickness could be calculated.
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Figure 9.23: Particle DEP for film thickness zoomed images - C3B Decanol 100V

Figure 9.23 shows some zoomed-in images of the liquid film thickness dependence experiment

with decanol at 100V in the C3B geometry. Using the focusing technique mentioned above,

the measured film thickness was 30(±2.5)µm in the top third, 25(±2.5)µm in the middle third

and 20(±2.5)µm in the bottom third of the image. Keeping everything else fixed a frequency

sweep was performed and the average particle distance from the centre of its nearest circle

was plotted against frequency for the three film thickness zones. The results are shown in

figure 9.24. It reveals how at the thicker film region (30µm) the particles will still exhibit

some frequency dependence, but this then gets diminished as the film gets thinner (25µm)

until it does not show any frequency dependence once it gets to 20µm or below.
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Figure 9.24: Liquid film thickness dependence on C3B geometry at 100V
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10 Microdroplet arrays

This chapter focuses on the formation and evaporation of 5x5mm arrays of tightly packed

microdroplets using the MIS geometry. These arrays were formed by first spreading a parent

droplet into a thin film across the entire 5x5mm area and then, while the voltage was still

applied, blowing the vast majority of the excess liquid off so that only a tiny amount remained

trapped by the fringing fields at the electrode edges. When the voltage was switched off, the

remaining liquid dewetted into an array of microdroplets whose size and pitch mirrored that

of the underlying electrode pattern.

10.1 Formation of microdroplet arrays

To produce an array of microdroplets that last for any substantial amount of time to be

photographed or measured, a liquid with a low enough evaporation rate was required. It

turned out that decanol was the perfect candidate for this. For all practical purposes in

the PhD up until this point, decanol had been considered a non-volatile liquid due to the

fact it would practically take days to evaporate just a single microlitre-sized droplet at room

temperature. However, once we get down to picolitre-sized droplets evaporation starts to

become more important, even for a liquid like decanol. The effects of evaporation will be

discussed more in section 10.2.

10.1.1 Creating a microdroplet array

The geometry best suited for the creation of microdroplet arrays was that of the hexagonal

lattice of circles, which was used in the particle dielectrophoresis chapter (see section 9).

This is because liquid got trapped in the strong fringing fields along the inside edges of the

circles when the rest of the film was blown away. Once the voltage was turned off, the
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most favourable way for the liquid to dewet was towards the centre of the circle to form a

microdroplet. This meant that the x-y positions of the microdroplet centres were always in

the circle centres of the array. There was also a correlation between the size of the circle and

the size of the final microdroplet, with larger circles leading to larger microdroplets.

To create the array of microdroplets, a 1µL droplet of decanol was deposited onto the 5x5mm

patterned area of the electrode. A voltage was then applied to the device to wet the droplet

into a thin film. A frequency/voltage combination of 8kHz/180V was used. Due to the

stagnation lines discussed in section 7.2.1, the droplet often needed some help spreading

completely into a thin film by blowing it gently on a low setting using a Dorobeen electronic

air duster. Once the liquid had formed a uniform thin film across the entire 5x5mm area,

and whilst the voltage was kept on, the air duster was turned to its high setting and the

excess liquid was blown from the ’right side’ until 5x5mm area appeared uniformly white to

the naked eye. This typically took about 5 seconds on the highest power with the nozzle at a

distance of 5cm. The voltage was then switched off and the remaining liquid dewet to form

the array of microdroplets.

10.1.2 Droplet size consistency across array

The first systematic study done on microdroplet arrays was to determine the consistency of

the size of the microdroplets across the entire array. Due to the resolution of the camera

system, it was not possible to get accurate measurements of the whole 5x5mm array in one

photo, so 9 zoomed-in images with a 10x lens had to be taken. An example of this is shown

in figure 10.1. These zones are labelled with names such as ’top left’ and ’bottom right’, with

the most important thing to note being that the air was always blown from the right side for

every experiment in chapter 10. This has significance when considering any bias to droplet

size or evaporation rate in section 10.2.
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Figure 10.1: 9 zones of C3A microdroplet array

There was often some overlap between each zone from the zoomed-in images, but it was

decided that there was no need to crop the images to prevent the overlap since this meant

that they would often be different sizes. After all, we are not interested in the overall count of

microdroplets in each zone or the entire array but instead want an idea of the size distribution

of the microdroplets in those areas, so some overlap was not seen as an issue. The images

were taken from right to left within a 2-minute window, starting at the top right and ending

at the bottom left. This attempted to minimise the time that the microdroplets would spend

evaporating between the first and last photo.

To get a size distribution the thresholding method documented in methods section 6.2.4 was

used. This allowed for quick and easy radius measurements of microdroplets in the whole

image at once. There were some slightly unfocused microdroplets at the corners of the image

due to field curvature [181] which may have caused some artificial scatter in the data, but

the vast majority of the image was in focus and some good results were obtained from this

experiment as seen in figure 10.2.
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Figure 10.2: C3A experiment 1: Droplet size distribution in each zone

The first electrode pattern tested was the C3A array. The underlying electrode circles have

a pitch of 60.5µm and a radius of 20.2µm, which was the largest of the available designs

on the photomask. Figure 10.2 is a fit of the histograms for the first attempt at creating

a uniform array of microdroplets using the C3A geometry. The x-axis shows the radius of

the microdroplets and the y-axis shows the count. Since it would be impractical to plot nine

histograms on top of one another, instead a ‘kernel’ distribution was fitted to each histogram

to give a better way of comparing all nine zones of the array at once. Another important

thing to note is that any droplets with radii much larger than the size of the underlying

pattern were not plotted, as they were considered outliers due to scratches and other defects

on the surface. This is analysed further in section 10.1.4.

The first thing that is apparent from figure 10.2 is how the peaks of the bottom right and

right zones are shifted to the lower radius values, as well as having a wider distribution.

The reason for this was attributed to two mechanisms: The first being that the array was

blown from the right-hand side, and therefore the droplets in the far right of the array had

evaporated due to the air-blowing process. The second is that the droplets from the right

side are closer to the nozzle of the air blower and therefore more liquid is removed from the
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surface prior to the voltage being switched off. Besides this, all other zones appear to show

very consistent microdroplet radii and width distributions across the array, averaging around

the 23µm mark with average deviations ranging from 0.4µm to 0.8µm.
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Figure 10.3: C3A experiment 2/3: Droplet size distribution in each zone

The second experiment for spatial consistency across the C3A array is shown in figure 10.3

(left). This time there was still some bias of the bottom right and right zones towards smaller

radii, but also this time the three left zones had a bias towards larger radii which further backs

up the evaporation/liquid removal hypothesis. The third experiment for spatial consistency

across the C3A array is shown in figure 10.3 (right). This was the most consistent of all three

attempts for the average radii for the nine zones. However, the width of the distribution was

wider than in the first experiment. This may have been caused by focusing issues such as the

camera not being completely perpendicular to the plane of the device, causing an artificial

wider distribution across each zone. It could have also been caused by turbulence in the

blown air, causing an uneven distribution of droplet sizes across the array (seen as ripples in

figure 10.7).
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10.1.3 Droplet size consistency over multiple experiments

The droplet radius data from section 10.1.2 can be taken from all 3 experiments and plotted

on separate graphs for each of the 3 columns (left, centre and right) of the array, so it is

easier to compare droplet size consistency across multiple attempts at creating the arrays in

each area. The plots are shown in figures 10.4 and 10.5.
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Figure 10.4: Droplet size distribution over 3 experiments for middle column
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Figure 10.5: Droplet size distribution over 3 experiments for left and right columns

The plots show a maximum average radius difference of roughly 2µm between the three

experiments on the C3A array across all nine sections of the array. The main reason for this

167



is thought to be the amount of time spent blowing the liquid off to create the array. The

longer spent on blowing liquid off, the more liquid that is trapped by the strong fringing

fields will evaporate and therefore leave smaller microdroplets when the voltage is switched

off.

10.1.4 Large defects in microdroplet arrays

In addition to the general distribution of microdroplet size that was discussed in sections

10.1.2 and 10.1.3, there were also large defects present in the microdroplet arrays that were

often caused by damage to the Novec 2702 coating, debris on the surface, or simply where

the liquid had not been properly blown off in the corners of the array. This caused droplets

to form that were larger and often non-circular in shape after the voltage had been switched

off. To determine a size for the defects since they were often not circular, the area A was

found using the thresholding method as seen in section 6.2.4 and then the ‘effective radius’

of the defect was found using the formula r = (A/π)1/2. A histogram for the large defects

of effective radii larger than 30µm has been plotted in figure 10.6. It reveals that the first

experiment on the new surface had fewer large defects than the subsequent ones. The C3A

array has 6940 droplets in total, so for the first experiment, a total of only 26 large defects

was considered to be quite successful. In the second and third experiments, a total of 106

and 83 large defects were present. A more in-depth study on the surface degradation over

time was not pursued due to other work higher in priority.
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Figure 10.6: Large defect count over multiple droplet array experiments

10.2 Evaporation of microdroplet arrays

While droplet printers can be used to print uniform arrays to study the evaporation of

larger droplets [77], there is currently no way to get such uniform arrays of microdroplets.

Whilst inkjet printing technology can indeed create droplets in the picolitre range [182], the

time taken to print an array of 100x100 microdroplets would mean that the first droplet

had already evaporated well before the last one has been printed. Using the new technique

to quickly and reliably create microdroplet arrays allowed us to study the evaporation of

thousands of tightly packed microdroplets.
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10.2.1 C3A evaporation

The first array size tested for evaporation was the C3A array. This gave the largest micro-

droplets which took the longest time to evaporate, but due to their size more accurate data of

droplet radii could be obtained across a wider area of the array at once. Using the same tech-

nique described in section 10.1.1, a 5x5mm array of microdroplets was produced on the C3A

electrode pattern. This led to an average microdroplet base radius of around 21µm across

the array with a pitch of 60.5µm. For the first experiment, a zoomed-out image of the entire

array was taken at regular time intervals. This did not allow us to see individual droplets for

droplet radius measurements but instead allowed for droplet lifetime measurements since it

was clear when a microdroplet had fully evaporated due to the change in colour from light to

dark. As seen in figure 10.7, the microdroplets take a long time to evaporate for such a small

amount of liquid. This is a consequence of the low volatility of decanol. The temperature in

the lab during this experiment was 19°C and the humidity was 45%.

Figure 10.7: Images of C3A microdroplet array evaporation
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To compare experimental data to theory, the time of the experimental data was normalised by

dividing the droplet lifetimes by the lifetime of the final droplet to evaporate, which was 170

minutes in this case. A contour plot (figure 10.8a) can then be used to show the normalised

droplet lifetimes of the experimental data as the array evaporates. A python simulation

based on the Masoud theory (see section 2.3.4), which was created by Joey Kilbride for his

PhD, was run using the same C3A array pitch (s), droplet base radius (R) and a contact

angle of 40°. The density or diffusion coefficient constants for decanol were not required in

the simulation since the evaporation time would have scaled linearly with these constants

and been normalised regardless.

Figure 10.8b shows the normalised lifetime plot for this simulation.
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Figure 10.8: Experimental and simulated normalised droplet lifetimes for C3A array.
Coloured dots on the simulation plot represent the lines in figure 10.9. Droplet lifetime
is normalised with respect to the time it takes for the entire array to evaporate.

Figure 10.8 allows us to compare and contrast the experimental data of the microdroplets and

the Masoud theory side by side using normalised droplet lifetimes, where blue shows the first

droplets to evaporate and red shows the last. Something first noticed in the experimental data

that points to evidence of diffusive evaporation is that the corners of the square array begin

to evaporate first, quickly becoming more rounded before at later stages tending towards a
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more rounded shape. Since the Masoud theory only considers diffusive evaporation this is

also seen in the simulation, giving both plots very similar-looking shapes.

One difference between the two plots in figure 10.8 is how the experimental data is not smooth

at later times. This is due to the variation in droplet size which can be seen in the top left

image of figure 10.7, which is probably due to some air turbulence when blowing the film off.

This meant that as the droplets evaporated some areas had longer lifetimes, which is shown

as unevenness in the contour plot. Meanwhile, the simulation is perfectly symmetrical as

one might expect. Another difference between the experimental data and simulation is that

there is a clear bias in the direction of how the microdroplets evaporate. In every evaporation

experiment, the droplets always tended to have a bias to evaporate towards the left of the

centre last. It is suspected that the reason for this is due to the air is blown from right to

left (see figure 10.1), and therefore there would be some decanol on the device to the left

side of the array, in addition to there being some slightly larger droplets along the left side

of the array. This would create a higher vapour concentration on the left side than on the

right side, which would slow down the net rate of evaporation on the left compared to the

right, therefore creating a bias which is reflected in the data.

Figure 10.9: Droplet base radius vs normalised lifetime along diagonal for C3A array. The
colour of each line corresponds to a single droplet location as shown by the coloured dots in
figure 10.8b. Droplet lifetime is normalised with respect to the time it takes for the entire
array to evaporate.
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Figure 10.9 shows the experimental and simulated data for the droplet base radius vs time

at five equally spaced points along the top-right diagonal corner whose positions are also

shown in figure 10.8b. For the experimental data, the average base radius of a cluster of

seven microdroplets was measured using the thresholding technique shown in figure 6.7 at

regular time intervals. Since the evaporation times were getting normalised to compare to

the simulation regardless, it was not seen as an issue that the zoomed-out droplet lifetime

measurements and zoomed-in droplet base radius measurements were not taken during the

same experiment.

Much like the lifetime plot, the base radius vs time plot shows many similarities to the

Masoud simulation. Although the relative timescales at which the droplets evaporate are

off due to the direction of the evaporation bias, the shape of the curve is indicative of the

constant contact angle (CA) mode of diffusive evaporation (eqn 2.23). The shielding effect

is also obvious from this graph, in which the droplets near the centre evaporate at a much

slower rate to begin with. There does appear to be a subtle difference between the experiment

and simulation, in which there appears to be a very slight amount of droplet growth before

they begin shrinking again. Whether this is due to an actual increase in volume due to

condensation which is a phenomenon that has been seen in exhaled breath [183], the droplet

base radius growing slightly due to increased wetting on the surface over time, or simply the

change in lighting levels as the array evaporates causing the thresholding method to give

slightly inaccurate results, this apparent growth should not be ignored and can lead way to

future studies (see section 12.4).

10.2.2 C3B evaporation

The same experiment was done on the C3B array, which produced microdroplets smaller in

radius of roughly 16µm, but at a closer pitch of 45.3µm. To get more precise measurements

of the droplet radii, a higher magnification was used, meaning less of the array was able to

be measured for the radius plots in figure 10.12a. Like always, the thin film was blown off

from right to left, which caused a bias in the evaporation. Figure 10.10 shows some images
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of the whole array as it evaporated. Similarly to the C3A array, it shows signs of diffusive

evaporation as the corners evaporate first and it becomes rounded. The C3B took less time

to evaporate, most likely because the droplets are smaller and therefore have less liquid (see

eqn 2.21).

Figure 10.10: Images of C3B microdroplet array evaporation
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Figure 10.11: Experimental and simulated normalised droplet lifetimes for C3B array.
Coloured dots on the simulation plot represent the lines in figure 10.12. Droplet lifetime
is normalised with respect to the time it takes for the entire array to evaporate.
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Similarly to the C3A array in the previous section, the radii of the C3B droplets followed

a relationship similar to that predicted by the simulation based on Masoud theory, as seen

in figure 10.12. Due to the right-to-left bias in the evaporation, the experimental droplets

evaporate faster than those predicted by the theory, but this could accounted for by adding

a bias to the simulation in future work.

Figure 10.12: Droplet base radius vs normalised lifetime along diagonal for C3B array. The
colour of each line corresponds to a single droplet location as shown by the coloured dots in
figure 10.11b. Droplet lifetime is normalised with respect to the time it takes for the entire
array to evaporate.
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11 Conclusions

When using liquids with low conductivity, such as decanol and TMPTGE, the novel MOS

geometry was able to produce some very effective and reliable liquid dielectrophoresis phe-

nomena, ranging from uni-directional wetting to alter the contact angle of a sessile droplet,

to pulling out microscopic liquid threads that obey fluid dynamic principles such as Wash-

burn’s law. In contrast, the geometry did not work well with water, even when deionised

at 18MW.cm, which ultimately limits any practical real-world applications in which its fea-

sibility with water is a must. The geometry was able to produce some interesting effects

with the polystyrene microspheres. Unlike liquid DEP, there was less reproducibility for the

particle DEP experiments, and the exact physical mechanisms causing the particle behaviour

is not conclusive. The ability to create microdroplet arrays that ultimately allowed for the

self-contained microdroplet evaporation study was another advantage of the unique electrode

designs that are only possible due to the nature of the MOS geometry.

11.1 Dielectrowetting conclusions

Chapter 7 explored the phenomenon of dielectrowetting. Starting with the most basic of

uni-directional dielectrowetting in section 7.1, a linear relationship between the cosine of

the contact angle and the voltage squared was found. This was compared to theory using

a model based on parallel microstrip capacitors, which gave good agreement (eqn 7.1 in

section 7.1.2). This cos(θ) ∝ V 2 dependence had been seen multiple times before in both

electrowetting and dielectrowetting [149], and is derived from the relationship between the

interfacial energies and dielectric energies of the system. In section 7.2 the MOS geometry

was utilised to its full potential, and several different electrode patterns were tested in the

axi-symmetric droplet spreading experiments. It was found that the droplets spread along

both axes, loosely following the underlying symmetry of the pattern, before finally becoming

a thin uniform film to cover the whole patterned area of the electrode. There was an effect
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discovered with ‘stagnation lines’, in which the liquid could not spread across from one shape

to another, therefore limiting the pattern design somewhat. Section 8.5 then analysed the

spreading of microdroplets along a single electrode edge and found a very strong voltage

dependence on the growth past a certain threshold voltage.

11.2 Liquid threads conclusions

Chapter 8 looked into the formation and behaviour of both non-volatile and volatile liquid

threads. In section 8.1 the formation of thin liquid threads along a single electrode edge is

introduced. It is believed that the mechanism of action is a DEP force at the tip of the thread

which creates a pressure gradient from one end to the other, much like for flow in a pipe

or capillary flow, which causes liquid to flow down the length of the thread. In section 8.2,

the length, width and volume of single-edge non-evaporating decanol threads were measured

as a function of voltage once they had reached a static equilibrium. In the case of thread

length vs voltage (section 8.2.1), the final length was influenced by the point at which it

got pinned by the surface, so it was not the most reproducible experiment and needed to be

averaged to get a relationship. The experimental relationship between the static equilibrium

thread length and voltage depends on several factors such as pinning, thread shape/flow

profile and liquid properties. In sections 8.2.2 and 8.2.3 two separate single-edge decanol

threads were connected from two parent droplets so that they formed a connected thread

of uniform width. This gave a strong linear relationship of thread width vs voltage past a

certain threshold voltage. The volume of the thread was found to be proportional to the

voltage squared.

In section 8.3.1 the dynamics of single-edge decanol liquid threads were studied. In this study,

a very strong Washburn relationship for the thread length vs square root of time (L ∝ t1/2)

was discovered for multiple voltages. This experiment further backs up the notion that the

mechanism of action is similar to that of pipe flow and capillary flow since the Washburn

relationship is also prevalent in those areas of physics. Section 8.3.2 then looked into the

177



controlled dewetting dynamics of wider decanol threads. Wider threads could be produced

if two thinner threads were drawn out in close enough proximity to one another so that they

coalesced into one. By starting with a thread of fixed length and a high voltage and then

switching to a lower voltage so that it did not break up due to the Rayleigh instability, it

was possible to control the speed at which the thread receded into its parent droplet. This

experiment also gave a Washburn relationship but in reverse.

The final work on threads was documented in section 8.4. It looked into both the static

and dynamic behaviour of evaporating IPA liquid threads, which was then compared to

the behaviour of non-volatile liquid threads. Unlike non-volatile threads that eventually

stop growing due to pinning on the surface, evaporating threads stop growing where the

evaporation rate of the thread reaches an equilibrium with the flow rate from the parent

droplet. The equilibrium length of an evaporating thread can be controlled by the voltage

applied. The dynamic behaviour of evaporating threads was then examined. The results

showed that although they begin with a Washburn-like relationship in the early stages, the

length squared versus time plot goes sub-linear as the thread grows, which is due to the fact

it has a higher evaporation rate the longer it gets.

11.3 Particle dielectrophoresis conclusions

Chapter 9 delved into the behaviour of 10µm polystyrene microspheres using the novel MOS

geometry in decanol. In general, it was difficult to pinpoint the exact electrodynamical

mechanism causing their behaviour and it is speculated to be a combination of several includ-

ing dielectrophoresis, electroosmosis, pearl chain formation, thermal convection and particle

trapping in convective cells.

In section 9.1 the particles always moved away from the strongest electric fields at the elec-

trode edge, regardless of voltage/frequency. It is believed this was caused by negative DEP,

particularly at higher frequencies, since the permittivity of the particles was lower than that

of decanol. At very low frequencies (< 50Hz) there was still net movement away from the

178



edge, but long chains of particles formed perpendicular to the edge of the electrodes. It is

speculated that these ‘pearl chains’ are caused by particle/particle interaction along the field

lines via induced dipoles or the effects of electroosmosis acting perpendicular to the electrode

edge.

Section 9.2 explored the behaviour of the microspheres on the striped geometry for the wider

40µm and narrower 20µm stripes. There was a frequency and voltage dependence that

determined where the particles tended to get trapped in regions above the stripes. The

voltage/frequency combinations that determined whether the particles got trapped above

the silicon, gold, closer to the stripe edges or simply didn’t get trapped at all varied from one

experiment to another, and a clear-cut relationship was not easy to pinpoint. Some trends

that did occur were that low frequencies (<50Hz) tended to attract the particles to the edge

of the stripes, middle frequencies (100Hz-1000Hz) tended to attract the particles over the

silicon and high frequencies (>5000Hz) tended to favour the particles moving either onto the

gold or not being trapped at all.

Section 9.3 gave similar results to the previous section, but this time on the circular geometry.

The large circles from the C3A array in section 9.3.1 gave similar results to the wider stripes.

The small circles in the C3B geometry in section 9.3.2 provided the most consistent results

from the particle DEP chapter. Figure 9.19 shows how the crossover frequency is affected

by the voltage. Since the Clausius-Mossotti factor (eqn 4.3) has no voltage dependence,

this is further evidence that dielectrophoresis is not the only EHD effect taking place in this

situation.

Finally, section 9.4 looked at the film thickness dependence for the position of the particles.

It shows how even at the same voltage/frequency it is possible to change the location of where

the particles get trapped simply by changing the thickness of the liquid film. This could be

due to convection cells that form within the circles being disrupted as the film thickness is

reduced.
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11.4 Microdroplet array conclusions

Chapter 10 explored the formation and evaporation of decanol microdroplet arrays, just

5x5mm in size and containing more than 10000 droplets of only 0.1pL in volume. By first

forming a thin film across the entire 5x5mm patterned area and by keeping the voltage

switched on, it was possible to blow the vast majority of the liquid off with an electric air

duster so that only a small amount remained trapped by the fringing fields at the patterned

electrode edge. Once the voltage was then switched off, this remaining liquid then dewet into

the equally spaced array of relatively uniform microdroplets.

In section 10.1 it was found that the size consistency for the microdroplets across the array

was good in general, with the biggest issues being the droplets on the right were about

1− 2µm smaller in average radii due to the direction of the blowing process and some large

droplets formed due to imperfections on the surface, which degraded over time. For droplet

size consistency across multiple experiments, there was evidence of up to 2µm difference in

average droplet radii which has been attributed to how long the liquid was being blown away

for.

In section 10.2 the evaporation of the decanol microdroplet arrays was documented. Al-

though a 1µL decanol droplet would most likely take days or even weeks to evaporate at

room temperature, 0.1pL droplets evaporate in a matter of minutes when isolated and the

whole array had a lifespan of about 1-3 hours due to the shielding effect from neighbouring

droplets. The experimental results for both the C3A and C3B arrays were compared to

simulations based on Masoud’s theory from their 2021 paper. Although they did not give

exact quantitative matches due to a bias in evaporation direction, the evidence of diffusive

evaporation was clear. In the lifetime plots of the whole array the corners of the square first

round off until the array becomes more circular. In droplet base radius vs time measurements

along the diagonal of the array, we get a relationship similar to that of the constant contact

angle (CA) mode of diffusive evaporation with R = R0(1− βt)1/2, as seen in equation 2.23.
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12 Future work

12.1 Gradient wetting

In chapter 7 the effects of uni-directional and axi-symmetric dielectrowetting were studied.

Due to the symmetry of the electrode pattern, the droplet would always dewet into the same

position as it started once the voltage had been switched off, leading to no net movement of

the droplet. It is conceivable that with asymmetric electrode designs, such as those seen in

figures 12.1 and 12.2, there would be a bias towards a given direction when spreading under

an applied voltage. This bias would lead to a net movement of the droplet over several voltage

on/off cycles. This mechanism could lead to some interesting areas of research in droplet

transport. Other groups have done similar using varying wettability methods [184][185],

SLIPS surfaces [186][187] and electrowetting techniques [188][189].

Figure 12.1: Gradient wetting - Thinning stripes from left to right

Figure 12.1 shows a simple striped design, in which the stripes get thinner and more numerous

as you move from left to right. Due to thinner stripes having a stronger wetting effect as
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seen in section 7.1, there should be a tendency for the liquid to spread more strongly on the

thinner stripes than the thicker ones. Therefore, it should be possible to start with a small

droplet on the thicker stripes, apply a voltage so that it wets onto its thinner neighbours,

and then turn the voltage off so that the net position of the dewetted droplet has moved

onto the thinner stripes. This cycle can then be repeated to transport the droplet across the

entire striped pattern.

Figure 12.2: Gradient wetting - Hexagon and caltrop design

The pattern in figure 12.2 works similarly, except it combines the hexagonal and caltrop

patterns as seen in section 7.2. Like before, since the wetting effect would be stronger for

the smaller hexagons due to them having more electrode edges per unit area, it should be

possible to start with a small droplet on the larger hexagons and then move onto the smaller

ones, with the interlocking caltrop/hexagon design serving as an intermediate between two

hexagon sizes.

12.2 Liquid threads

To expand on the work done on liquid threads, more in-depth modelling of the system can

be done. Dr Elfego Gutierrez has already done some modelling of the microdroplet spreading

(see section 8.5), and in the future, this could be expanded to model the behaviour of the

threads. To further work on the theory of both non-volatile and volatile liquid threads,
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more systematic experiments could be done. These include using different liquids for varying

electrical permittivity, viscosity and density, controlling the temperature to alter the viscosity

and/or evaporation rate of the thread, and varying the width of the ‘wide’ threads.

A pilot study into the temperature dependence of the dynamic evolution of decanol liquid

threads was done. Whilst fixing the voltage at 240V and frequency of 1kHz, the temperature

of the decanol could be controlled by attaching the device to an RS Pro Peltier Module

using some thermal tape and paste. A thermal camera was used to measure the device’s

temperature. Figure 12.3 shows the results of this study.
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Figure 12.3: Temperature dependence of decanol liquid thread at 240V

It reveals how the thread grows at a slower rate as the temperature decreases and vice versa.

This is expected since the viscosity will be higher at a lower temperature, thus making it

more difficult for the liquid to flow for a given dielectrophoretic force provided by the voltage.

Temperatures higher than 25°C were tested, but this started to have a strong effect on the

evaporation rate of the decanol, not allowing the threads to grow much before evaporating.

This temperature dependence on the length of evaporating threads could further advance the

thread evaporation work.
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12.3 Particle DEP

Due to the complexity of the particle DEP system, it made it difficult to conclude what

exactly was happening in chapter 9. Future work on this topic should put constraints on

the system and use more powerful measuring techniques, such as OCT to get better z-

positions of the microspheres above the surface. Experimentation with different particle

sizes, changing the conductivity and permittivity of the liquid, particle surface treatments to

control conductivity, and different electrode geometries could all be done to constrain specific

parameters and get a better understanding of the system.

12.4 Different sized microdroplet evaporation

In chapter 10 the formation and evaporation of microdroplet arrays was documented. The

arrays were 5x5mm squares and the microdroplets were all the same size in a hexagonal

lattice structure. However, in reality, droplets are never completely uniform in size and

spacing. There is often competitive evaporation between droplets causing larger droplets to

grow as the smaller ones evaporate [190][88] with an example being human breath in cold

and humid air [183].

A potential future pathway for microdroplet evaporation research could be to make and study

the evaporation of arrays of varying-sized droplets and droplet spacings. Figure 12.4 shows

an array made from the ‘octagon and square’ geometry seen in section 7.2. Larger droplets

form above the larger octagons whilst smaller droplets form above the smaller squares. Other

potential pathways could also include different shaped and sized arrays and measuring the

temperature dependence of evaporation.
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Figure 12.4: Microdroplets of different sizes in same array
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