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Abstract

The aim of this research is to investigate efficient mining of useful

information from a sensor network forming an Ambient Intelligence

(AmI) environment. In this thesis, we investigate methods for sup-

porting independent living of the elderly (and specifically patients

who are suffering from dementia) by means of equipping their home

with a simple sensor network to monitor their behaviour and identify

their Activities of Daily Living (ADL). Dementia is considered to be

one of the most important causes of disability in the elderly. Most

patients would prefer to use non-intrusive technology to help them to

maintain their independence. Such monitoring and prediction would

allow the caregiver to see any trend in the behaviour of the elderly

person and to be informed of any abnormal behaviour.

Employing a sensor network system allows us to extract daily be-

havioural patterns of the occupant in an Intelligent Inhabited Envi-

ronment (IIE). This information is then used to build a behavioural

model of the occupant which ultimately is applied to predict the future

values representing the expected occupancy in the monitored envi-

ronment. Challenges of employing wired and wireless sensor network

have been widely researched. However, pattern analysis and predic-

tion of sensory data is becoming an increasing scientific challenge and

this research investigates appropriate means of pattern mining and

prediction within the IIE.

Door entry and occupancy sensors are used to extract the movement

patterns of the occupant. These sensors produce long sequences of

data as binary time series, indicating presence or absence of the oc-

cupant in different areas. It is essential to convert these binary series



into a more flexible and efficient format before they are processed

for any further analysis and prediction. Different ways of represent-

ing and visualizing the large sensor data sets in a format suitable for

predicting and identifying the behaviour patterns are investigated.

A two-stage integration of Principal Component Analysis (PCA) and

Fuzzy Rule-Based System (FRBS) is proposed to identify important

information regarding outliers or abnormal behaviours in ADLs. In

the first stage, binary dissimilarities or distance measures are used to

measure the distances between the activities. PCA is then applied to

find two indices of Hotelling’s T 2 and Squared Prediction Error (SPE).

In the second stage of the process, the calculated indices are provided

as inputs to FRBSs to model them heuristically. They are used to

identify outliers and classify them. The proposed system identifies

user activities and helps in distinguishing between the normal and

abnormal behavioural patterns of the ADLs.

Data provided for this investigation was from real environments and

from a previously developed simulator. The simulator was modified to

include trending behaviour in the activities of daily living. Therefore,

in the occupancy signal generated by the simulator, both seasonality

and trend are included in occupant’s movements. Prediction models

are built through Recurrent Neural Networks (RNN) after converting

the occupancy binary time series. RNN have shown a great ability

in finding the temporal relationships of input patterns. In this thesis,

RNN are compared to evaluate their abilities to accurately predict

the behaviour patterns. The experimental results show that Echo

State Network (ESN) and Non-linear Autoregressive netwoRk with

eXogenous (NARX) inputs correctly extract the long term prediction

patterns of the occupant and outperformed the classical Elman net-

work.
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Chapter 1

Introduction

The number of elderly people and people with physical disability who need pe-

ripheral help in their daily activities is rapidly increasing as revealed by the latest

statistics on global population as reported in [1]. These statistics show an increase

in the population group aged 65 or over. This will lead to a series of problems

in caring for older people and people with disabilities. In addition, the European

welfare model is not sufficient to satisfy the needs of the growing population, and

increasing the number of care providers is not a realistic solution. It is recognized

that using current technologies such as intelligent environments can help these

people [2]. Intelligent environments can enhance the lifestyle of elderly people,

keeping their privacy and letting them live in their own homes instead of care

homes or hospitals for longer. As a result, costs of medical care for each person

will be reduced.

Intelligent environments and specifically smart home environments [38] have

become an important research topic in recent years. Smart home environments

require systems able to detect, track and recognize people in their spaces. The

following aspects may be identified by a smart home environment [86]:

- The number of people who occupy the environment,

- The occupants′ identification,

- The occupants′ physical activity, and

- The occupants′ localization in an area.

1



1. Introduction

An important factor in designing a smart home for the elderly is that the technol-

ogy should not interfere with normal activities. Thus, all devices should operate

autonomously. To run autonomously without human interference, items and ob-

jects inside a house can be supplied with sensors to collect information on their

usage. Examples of such sensors are house electrical devices such as cooker and

fridge, domestic objects such as taps, bed and sofa, and temperature conditioning

devices such as air conditioning and radiator. These items can be monitored or

activated remotely. Some potential advantages of this technology may be [35,37]:

- Raising safety concerns, e.g. by monitoring behaviour patterns or current

activities and providing help whenever a possible abnormal status is recog-

nized,

- Comfort, e.g. by changing the temperature automatically, and

- Economy, e.g. by controlling the use of lights.

There are many smart home projects such as MavHome [38], iDorm [45], etc.

addressing these issues.

The aim of this research is to investigate efficient mining of useful informa-

tion from a sensor network forming an Ambient Intelligence (AmI) environment.

In this thesis, we investigate methods for supporting independent living of the

elderly (and specifically patients who are suffering from dementia) by means of

equipping their home with a simple sensor network to monitor their behaviour

and identify their Activities of Daily Living (ADL). Only low cost and readily

available sensors are used which could be installed by the user themselves or

their informal carers. These sensors are reliable and cheap [181] so they can

be deployed in large quantities. Therefore, developing a technological solution

easily retro-fitted in existing homes would definitely assist the elderly in gaining

independence without altering their lifestyle or losing their personal dignity.

The rest of this chapter is structured as follows: in the next section, an

overview of this research is presented. In Section 1.2, the aims of this thesis

and the proposed objectives are presented. Section 1.3 introduces the major

contribution of the thesis. Finally, the remaining chapters of this thesis are

outlined in Section 1.4.
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1.1 Overview of the Research

In an Intelligent Inhabited Environment (IIE), an individual user model can be

learned from the sensory data which eventually represents the behavioural model

of the user. Most work in modelling the behaviour of an occupant living in

an intelligent environment and activity recognition has focused on using statis-

tical methods such as Bayesian networks [11, 167] and Hidden Markov Models

(HMMs) [80, 126, 144]. These statistical methods are employed to find the re-

lationship between the data extracted from sensors and eventually identify the

behaviour of an occupant. However, these methods experience difficulties in

problems involving large low-level sensory data sets [160]. Also, the outputs from

these methods are of significant network complexity [109]. The challenge for the

research we face is to understand human behaviour from low level sensory data.

We also face the challenge of interpretation of large amounts of sensor data. This

could be achieved using common-sense knowledge (heuristic) or using computa-

tional intelligence integrated with sensory data. The current research primarily

addresses elderly monitoring and well-being assurance in an IIE. For example by

collecting movement activities only, we should be able to help an elderly person

to live independently and raise an alarm in case of an emergency [36,104].

The main research question addressed in this thesis is to investigate the use of

sensor technology to analyse occupant behaviour. In particular, this study trying

to answer the following questions:

- Can we extract behavioural patterns of a person from his/her ADL by

analysing the time series data generated using occupancy sensors?

- Can we process the time series representing sensory data and predict the

next step in the series in order to extract important daily patterns from

them?

- Can we identify trends within occupancy sensory data?

- Can we identify unexpected patterns and anomalies within the data that is

collected from sensors in an intelligent inhabitant environment?

- Can we validate and test these on data collected from real environments?
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To answer the above questions, the aims and objectives of this research need to

be expanded.

1.2 Aims and Objectives

The advances in sensor technology and availability of sensors have made it pos-

sible to easily measure various properties and activities of inhabitants in an IIE.

However, obtaining meaningful knowledge from large amount of information gath-

ered from a sensor network is not a straightforward task. Due to the complex-

ity of inhabitant’s behaviour, extracting meaningful information and ultimately

predicting the values representing future activities of an occupant are research

challenges [2, 64].

The aim of the work described in this thesis is to investigate effective analysis

of the data collected from occupancy sensors in an IIE. This research tries to find

an acceptable solution to monitor elderly people living independently in their own

home. Most elderly patients would prefer to use a non-intrusive sensor technology

[25]. These sensors would not affect their normal ADLs while other sensors such as

wearable sensors need cooperation from the user to work properly and sometimes

the user might forgot wear them [83]. This form of non-intrusive monitoring

would not affect the normal daily activities of the system user. However, it will

provide an early warning to the carer when an abnormal behaviour is monitored

or expected to happen in near future.

In order to accomplish the aim of this research, the following objectives are

identified:

- Use a sensor network system to extract daily behavioural patterns of the

occupant in an IIE.

- Investigate different ways of representing and visualizing large sensor data

sets in a format suitable for predicting and identifying the behavioural pat-

terns. Most passive sensors produce long sequences of data as binary time

series, indicating presence or absence of the occupant in different areas.
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- Investigate appropriate means of pattern mining and prediction within the

IIE to extract the behavioural patterns.

- Compare the performance of different Artificial Neural Networks (ANN)

prediction techniques to assess the most appropriate technique for data

collected from an IIE.

- Investigate different detection techniques to identify important information

regarding outliers and any abnormal behaviour.

1.3 Major Contributions of the Thesis

The main contributions of this thesis are:

- Identification and prediction of the movement patterns of an occupant living

in an IIE using only occupancy sensors.

- Investigate data compression techniques to be able to process and visualise

large binary data sets collected from binary sensors. For example start-

time and stop-time approach is shown to be more suitable for modelling

and prediction.

- Investigate and determine frequent and abnormal user behaviours in an IIE.

The approach is based on visualising and clustering sensor data sets in a

format suitable for classifying and identifying abnormalities.

- Identifying outliers or anomalies within the behavioural patterns of an occu-

pant in an IIE. The identification is based on different techniques including

distance measures to classify user outliers activities and the severity of the

outliers as well.

- Predicting users occupancy pattern based on ANN techniques including

ESN and NARX network. Extensive experimentation are performed to

validate the results.
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1.4 Thesis Outline

This thesis consists of eight chapters that are summarized as follows:

Chapter 2: Literature Review

This chapter gives a review of the relevant literature in the field of intelligent

environments. The main areas that are covered are the human behaviour recog-

nition, representation and abnormal detection using statistical methods and com-

putational intelligence techniques. In particular, the literature focuses on using

available technologies for modelling the behaviour of the elderly people to support

them to live independently in their own homes.

Chapter 3: Prediction Models

This chapter provides an overview of some existing techniques which are used

in time series prediction. The chapter begins by presenting the traditional tech-

niques such as HMMs as time series predictor. Then, the chapter introduces

different ANN techniques used in this thesis and discuss their benefits in time

series prediction.

Chapter 4: Environments and Data Collection

This chapter describes the system to monitor the ADLs for the elderly people.

Two different environments including real and simulated environments are also

explained in detail to validate and test the results. Details of the collected signals

are also discussed.

Chapter 5: Data Representation and Visualization

In this chapter, the occupancy sensor data are represented using different tech-

niques. In addition, the data interpretation and visualization approaches are

discussed. These approaches are implemented on the raw sensor data to under-

stand the movement’s behavioural patterns of an occupant.

Chapter 6: Abnormal Behaviour Pattern Identification

In this chapter, some methods that uses the binary sensory data to identify the
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normal behaviour and distinguish any abnormalities and possible trend in the be-

havioural changes of an occupant in an IIE are presented. A user activities outlier

or anomalies detection system is proposed. The chapter starts with an overview

of anomaly behaviour detection followed by the proposed system to identify the

anomalies and outliers. This chapter closes by applying the proposed system to

the environments discussed on the previous chapter. The chapter concludes that

the proposed outliers and abnormal behavioural identification system is able to

find anomalies or outliers within the sensor data. The severity of the outliers is

also detected.

Chapter 7: Abnormal Behaviour Pattern Prediction

In this chapter, the results of the predictive models that are presented in Chapter

3 are validated using binary occupancy sensor data. A comparison between these

models are made to find the best model to predict the presence or the absence of

an occupant in an environment.

Chapter 8: Conclusions and Future Works

This chapter provides the conclusions arise from this thesis and formulates some

future research in monitoring the daily activations of the elderly and disabled

people in their own homes.

7



Chapter 2

Literature Review

2.1 Introduction

Monitoring system with appropriate measurement and communication equipment

are available to support independent living for the elderly and disabled people.

In particular, sensors can be installed into their homes to continuously monitor

them and help to identify any deterioration in their health in a non-intrusive way.

In addition to helping those people with less physical abilities, smart homes can

also help the occupant to live their social life in a normal way. Today, a number

of smart home projects have been developed. They are able to provide users

more comfort, security, joy and welfare. More specifically, they are capable of

monitoring the elderly people with motor, visual, auditory or cognitive disabilities

[28]. This chapter reviews existing research studies on monitoring of human

behaviour in an IIE. The review presents the existing studies on human behaviour

representation, recognition, and abnormal detection algorithms and techniques.

In addition, the identification and tracking of people who are living in smart

homes are reviewed.

This chapter is structured as follows: in Section 2.2, the projects and tech-

nologies to support people at the early stages of dementia are reviewed. Some

literature on human behaviour representation, recognition and abnormality de-

tection are reviewed in Sections 2.3, 2.4 and 2.5 respectively. Conclusions are

drawn in Section 2.6.
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2.2 Intelligent Technology for Dementia Support

The European Union considers dementia to be one of the most important causes

of disability in the elderly. Its figures show that between 1% to 2% of people aged

65− 69 suffer dementia, but this proportion more than doubles for people in the

age band 70− 74, and studies across a number of countries show that its preva-

lence “increases almost exponentially with age” [2]. The socio-economic costs of

dementia are large and increasing, and an international study by Anders Wimo

of the Karolinska Institute suggest that 72.5 billion euros per annum accross the

Europe is the cost of the informal care provided by family and other carers to de-

mentia sufferers [64]. A further study by Wimo showed that carers have to spend

many hours per day assisting dementia sufferers [182], and any technology that

would reduce this would help to ease the costs - both financial and emotional.

A comprehensive survey published in [122] reports on state of the art tech-

nologies to support people at the early stages of dementia during the night. Ex-

tensive research has been reported on smart homes with a variety of applications

including monitoring systems for elderly independent living, accident and fall

detection [133,192].

Research and development have focused mainly on the utilisation of differ-

ent low-key technological devices which are readily available [23, 26, 143]. Most

patients would prefer to use a non-intrusive technology to help them with their

day-to-day activities. For example usage of surveillance cameras for patient mon-

itoring is not welcomed and in most cases it is ruled out completely [103]. The

major players in patient monitoring systems rely heavily on the use of monitored

call centres rather than carers, with standard telephone lines for logging data and

require significant installation. Some companies have realised the importance to

patient care of an individualised system whereby the carers, relatives and others

who know the dementia sufferers can monitor them; only intervening when the in-

formation and their personal knowledge indicates that the situation has changed

significantly [99]. Research in independent living is not limited to dementia suf-

ferers. Many published works address the issue of independent living in a broader

sense [10, 24, 68, 75]. Smart homes can help to identify and model progression of

dementia of the Al-Zheimer’s type by evaluating performance in the execution of
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Figure 2.1: A time-use representation for 24-hours [177].

ADL [153].

Smart home can monitor and collect the activities information of the user by

means of sensors, or communicate and control the environment. The former ap-

proach is widely used for monitoring [65], anomalous behaviour detection [126],

behaviour diagnosis and prediction of activities in an ambient intelligence envi-

ronment [7, 36, 166]. The latter approach is used to intervene and interact with

the user as a means of preventing accidents and reminding the user. In the fol-

lowing sections, the literature on human behaviour representation, recognition

and anomalies detection are presented.

2.3 Human Behaviour Representation

Different techniques are used for activity representation and interpretation which

are extracted from an IIE. For example, the authors in [177] have incorporated a

sequential pattern identification method to represent the user’s movements during

the day. Using this approach, the activities which are performed by an individual

are represented using a single continuous vertical trajectory (time-use). A sample

of time-use representation for the activities during one day is shown in Figure 2.1.

Group of activities are added together to represent the duration time spent for
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Figure 2.2: An example of transformation an activity sequence to histogram of
event n-gram where n is equal to 3 [69].

each activity.

Authors in [69] have proposed an approach for activity representation in which

the activities are treated as histograms of their event n-grams. An n-gram is

adjacent activities of length n. Figure 2.2, shows an example of transformation

an activity sequence to histogram of event 3-grams. In this kind of representation,

the start and the end of an activity is assumed to be known and this activity is

finished before another is started. One of the drawback of this transformation is

that, it is necessary to choose a proper value of n that are able to represent the

event dependence in an environment. As the value of n is increased, the order

of information of events are more accurately captured. However, increasing the

value of n affects the dimensionality of the histogram.

In [51] a set of attributes associated with sensors values including start-time,

duration, weekend or weekday and activity level are identified. Authors in [12]

proposed a method based on binary tree called Routine tree to represent the

activities. This method associates the time periods to the most frequent patterns

of an activity. By mining activity data, the routine tree is built to make it more

compact. The data are collected from real sensors and the proposed method

demonstrated high accuracy compression ratio. The tree routine can be combined

for several days in order to identify the behavioural patterns of the user’s routine.

Symbolic Aggregate approXimation (SAX) is a method which is used in [186]

to do the delineation of the time series. In fact, the SAX representation takes

the Point Aggregate Approximation (PAA) as an input and discretize it into a

small alphabet of symbols. The discretization is achieved by imagining a series of

breakpoints running parallel to the x-axis and labelling each region between the

breakpoints with a discrete label. Any PAA value that falls within that region
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Figure 2.3: A combined signal representation for four time series data extracted
from binary sensors [7].

can then be mapped to the appropriate discrete value. Experimental results on

several real data sets are also presented.

In [79], the movement data sets for a period of one week are sampled because

of its large amounts of information. Sampling period is kept on the maximum

value of the sampling period to evade any loss of information in the data. The

sampling is done to compress the long series of the movement data and to build

both the short-term and the long-term behaviour models of an elderly. For short-

term model, the sampling period is only five seconds and two hours for the long-

term model. After sampling, using a sliding window, a segment of the 10 time

sequences is taken as one data point to model the user’s behaviours. So, the next

data point is the segment of one sampling period to the right.

Recently in [7], a combined signal is generated to represent a non-stationary

time series assuming different levels for each activity. Figure 2.3 shows a combined

signal representation for four time series data extracted from binary sensors. Each

level of the combined signal represents one of the sensors. Then the signal is used

to predict the future values of the time series data, which could be interpreted as

prediction of the activities of an occupant in the environment.

2.4 Human Behaviour Recognition

Activity recognition is used to model the human behaviour in an intelligent envi-

ronment and it becomes an essential element since it can be applied to many real

applications. For example, it can be used to automate the health monitoring of

human behaviour such as elderly people. The main challenges that may be faced
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in the nature of human activities are listed below [50]:

- Recognizing parallel activities: it means those activities that are done by

people at the same time such as watching TV and talking with friends at the

same time. Recognizing such activities requires using different techniques

other than sequential activities recognition approaches.

- Recognizing overlapped activities: it means those activities that are over-

lapped with other activities in real live. For example, when people doing

something in the kitchen such as cooking and the phone rings, the people

stop cooking for a short period of time and after finish talking to their

friend, they return back to their cooking and keep cooking.

- Vagueness in activities interpretation: it means that the similar activities

may be interpreted in different ways depending on the current situation. For

instance, the refrigerator door open activities may be understood either as

a part of ”cooking” or ”cleaning”.

- Multiple occupants: it means that the environment is occupied by more

than one person. In this case, those activities that are done in parallel

by the occupants should be recognized, even though those activities are

mutually performed by the occupants in a group.

There has been an increasing amount of literature on human behaviour recogni-

tion recently. In these literatures, different methods and algorithms are proposed

for activity recognition. The key research challenge is to find a method or an algo-

rithm that can efficiently recognize and model the human activities behaviour. A

recent review on the activity recognition algorithms and techniques is presented

in [30].

In this thesis, we classify these methods into two main categories, which are

statistical and computational intelligence techniques presented in Section 2.4.1

and 2.4.2 respectively. Other techniques, that are used to recognize and model

human behaviour, are reviewed and presented in Section 2.4.3.
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2.4.1 Statistical Techniques

Most of the research, which has been carried out to deal with behaviour activity

recognition and prediction, is done using statistical techniques. These techniques

are used to find the dependence and correlations between the temporal data

generated from sensors and ultimately identify the behaviour of an occupant.

Probabilistic models become good techniques to identify human behaviour as

they are capable of representing random variables, dependencies and temporal

variation within data [14]. Several probability-based algorithms have been used

to build activity models. The Hidden Markov Model (HMM) and the conditional

random field are among the most popular modelling techniques [50]. Probabilistic

models could be temporal such as Bayesian belief networks [11, 167] and HMMs

[47, 59, 80, 126, 144]. In the following section, some commonly used statistical

techniques for activity recognition are reviewed.

2.4.1.1 Bayesian Belief Network

Bayesian belief network is a statistical method which provides a more general

framework to model human behaviour. These methods are used as a tool to pro-

cess uncertain and incomplete data. For example, Naive Bayesian classifiers are

used in [167] to classify and detect activities using tape-on sensor system. The

authors used two types of activity recognition classifiers: multi-class naive clas-

sifier and multiple binary naive classifiers. The first classifier represents all the

activities that are needed to recognize while the second one each classifier repre-

sents an activity to recognize. The major problem of Bayesian belief networks is

the inflexibility of exact probabilistic inference [14,109,138,191].

2.4.1.2 Hidden Markov Model

Hidden Markov Model (HMM) is one of the statistical models where a system

uses a Markov process with unknown parameters. It consists of a number of

hidden states and observations and is used to model human behaviour. Hidden

Markov model is widely used to identify the activities of a user from sensor

data. The hidden states represent the activities and the sensor data represent

the observable output. For example, Hierarchical Hidden Semi-Markov Models
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(HHSMMs) [102] are used to identify the daily activities of the occupants in an

assisted living community.

The main issues when using basic HMM is the difficulties experienced in pro-

cessing large low-level sensory data (i.e. temporal data from different time scales).

Also, for each individual activity, the sequence of sensor event cannot be separated

using these models [109,160]. Moreover, using HMM in time series (where sensor

data is represented as times series format) predictions require a large number of

time series runs from HMM as the length of time series is increased [14,47].

2.4.1.3 Finite State Machine

Recently, Floeck et al [54] use a class of Finite State Machine (FSM) called

Mealy FSMs to locate the position of a person in a flat. The FSM is applied

on datasets collected from sensor telegrams received for a period of time. Using

Mealy FSM, important information are extracted from sensors. They are general

activity/inactivity telegrams from different sensors, information regarding the oc-

cupancy of the environment and how the activity/inactivity patterns are changed

after an emergency. The experiments are conducted on 30 occupants from two

real-world projects.

2.4.1.4 Other Probabilistic Models

Other probabilistic models not mentioned above are used to recognize the hu-

man daily activities. For example, Expectation Maximization (EM) algorithm

is utilized to minimize the uncertainty within the collected data. In particular,

a version of EM algorithm called Monte Carlo EM is used to learn the param-

eters on-line. It is used to assess whether a system of basic movements sensors

could distinguish between different behavioural patterns. Additionally, in [180],

an individual behaviour is assigned through the unique transition probabilities

between rooms and the activities. The simple way to learn the parameters of

these transition probabilities is when the home is occupied by a single person

identified by a RFID sensor.

Wen et al. [139], build a system able to find the location of the inhabitants

in a smart home. The authors used the data collected from floor sensor to track
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the inhabitant. These sensors contain a lot of blocks each of them has a load

cell in order to collect the human body weight. These blocks do not disturb the

inhabitants when they walk since the blocks are covered with wooden flooring

to gain a flat surface. Collected data are analysed to find the position of the

inhabitants and follow their movements. In addition, the system can provide a

history of the inhabitants’ movements and predict their movements. The system

is able to know where the inhabitant walks on the sensory floor in the smart home.

However, one of the limitations within this system is that it can not distinguish

different occupants if they have nearly same weight reading.

A mixture model structure is applied in [16] to build a probabilistic system of

performance and examined on data from an intelligent environment system. Re-

sults are correlated with the inhabitant record to get a validation to the patterns.

The influence of behaviour measurements during the working hours and off-days

is independently tested.

In [67], a correlation between the night and day activities is achieved in the

preliminary experiments. Passive infra-red sensors are used to detect the move-

ment’s activities of an elderly person in a hospital suit. The health of an in-

habitant at early stage is predicted and the trends are identified. Also, in [159],

correlated patterns are used to represent different activities. Correlated patterns

are those patterns where higher occurrence exists within correlated activities.

Activity recognition using correlated patterns is more accurate than frequent

patterns in high dimensionality and large volume of data. However, simulation

results are demonstrated only on simulated data generated from a testbed.

2.4.2 Computational Intelligence Techniques

As an alternative to the statistical methods, computational intelligence techniques

are widely used to recognise the ADL. The following sections summarise some of

these techniques.

2.4.2.1 Neural Networks

Artificial Neural Networks (ANNs) are used to deal with behavioural patterns

collected from sensors networks in IIEs. Different combinations of ANNs are
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used in learning the daily routine activities of the occupant in an intelligent envi-

ronment. For example, an approach named One-Pass Neural Network (OPNN)is

used in [109] to detect the user’s activities. The authors in that work performed

that by adding a layer to the design of the network where the outputs of neu-

ral network are inputs to this layer. This layer consists of several cells including:

static cell (expert knowledge), dynamic cell (temporal order) and decision making

cell. The layer helps in differentiating between normal and abnormal behaviours

based on the frequencies of ADLs.

Multi-Layer Perceptron (MLP) neural networks [43, 173] are used to identify

the movements data collected from a WSN. For instance, the authors in [36], have

applied different algorithms to recognize the age categories of data representing

walking pattern and to identify the change in volunteers behaviour change. These

algorithms are: MLP, decision tree, support vector classifier, Naive Bayes and

Bayesnet. MLP gives the highest accuracy in classifying the categories, although,

the size of training and testing data sets is small.

In [150], a prototype control system called Adaptive Control of Home Environ-

ment (ACHE) is developed. It is used to monitor an environment to understand

the behaviour patterns in the environment and to predict the actions taken by oc-

cupants. ACHE is implemented using a feed-forward neural network trained with

Back Propagation (BP) algorithm. The feed-forward neural network with BP is

also implemented in [128] to control the basic occupant’s living conditions such

as air, heating, lighting, ventilation, and water heating. Authors in [194] have

proposed a special kind of Self-Organising Map (SOM) in clustering the human

daily activities. The proposed self-adaptive neural network is called a Grow-

ing Self-Organising Map (GSOM). Using GSOM, significant activity patterns in

the data along with unusual data and abnormal behaviour can be revealed and

detected. One major drawback of this approach is that the optimal learning

parameters should be known in a priori such as an initial learning rate and the

initial neighbourhood size.

For time series data modelling and prediction, much research is done us-

ing ANNs. Most of this research is carried out using feed-forward neural net-

works [55, 193]. In most cases, these networks connect input patterns to the

output patterns without considering any feedback connections. Therefore, they
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do not take into account the temporal dependencies between the data. For ex-

ample, in [7], different predictive techniques are used and compared to predict

the occupancy behaviour patterns in an IIE. The occupancy data are collected

from a WSN of door entry and motion sensors. The sensory data is combined to

construct the binary time series to be inputs to the predictive techniques.

Recurrent neural networks are proven to be useful tools to solve the difficul-

ties of the temporal relationships of inputs between observations at different time

steps, by maintaining internal states that have memory. RNNs are computa-

tionally more powerful than feed forward networks and valuable approximation

result have been obtained for prediction problems [72,162]. There are a few works

attempted to use temporal neural network algorithms to detect, recognize and

classify human activities in intelligent environments. For example, the authors

in [84, 85] developed a temporal neural-network based agent, which can work

with real-time data from unobtrusive low-level sensors and actuators, to identify

human behaviour according to the temporal order of their activities.

2.4.2.2 Data Mining Techniques

Jakkula in [89], uses and compares different data mining techniques to classify

and predict the data collected from an occupant living in an apartment. These

techniques are: K-Nearest Neighbour , Support Vector Machine, MLP and Lazy

Locally-Weighted Learning(LWL). They are also used as classifiers to predict

the abnormal daily behaviour. However, some of their experiments need to be

implemented on larger data sets to improve the prediction accuracy.

Data mining techniques such as association rules and Allen’s temporal rela-

tions is investigated in [136] to identify everyday internal movement activities.

An association rule discovers relationships between large sets of data elements. A

simple activity identification based on C4.5 classification algorithm is presented

and compared with the method of association rules. However, for a particular

activity, the association rules method encountered a low rate of efficiency.
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2.4.2.3 Support Vector Machine

Supervised learning techniques such as SVM are used in [100] to predict the

occupant behaviour. The process enables predicting house holder’s activities for

frequent daily activities in the house such as grooming, eating, sleeping, having

a breakfast, etc. The activity is identified for assessment initially. Then, SVM

classifier is trained, using the datasets collected from sensors where the users

perform their activities, by learning the user’s habit. Although, the results are

limited to the activities that are carried out at early morning only.

2.4.2.4 Fuzzy System

Fuzzy system can efficiently model the vague or uncertain data in sensor networks

[7, 66, 118, 123, 124]. A system for ADLs recognition system is proposed in [123]

using fuzzy logic. Fuzzy set theory is used to monitor the ADLs of an occupant

to offer him/her a safe, comfort and an appropriate environment. However, in

that research the fuzzy logic has been applied only on the simulated data.

In [7], fuzzy predictor model is used to build the prediction model and then the

results are compared with the traditional time series prediction models such as

ARMA, adaptive network-based fuzzy inference system and transductive neuro-

fuzzy inference model with weighted normalization. One of the limitations of this

work, the techniques does not apply for a complex and noisy data over a long

period of time.

In [45], a fuzzy learning and adaptation approach for agents, called an Adap-

tive On-line Fuzzy Inference System (AOFIS) is proposed for ubiquitous comput-

ing environments. This approach consists of five phases including: monitoring the

users’ behaviour, capturing the actual data associated with their activities, com-

puting the fuzzy membership functions from the input/output data, generating

the fuzzy rules from the data and the agent control the learning and adaptation

process. Thus, the intelligent agent has learnt, predicted and adapted to the

needs of the user. To validate the proposed AOFIS approach, it is compared

with other computational techniques such MLP neural networks, Genetic Pro-

gramming (GP) and the Adaptive Neuro Fuzzy Inference System (ANFIS). The

experiments are conducted on only five days in the intelligent Dormitory (iDorm)
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real environment and the results show that AOFIS results produce lower error

predicting than both ANFIS and GP.

2.4.2.5 Machine Learning Techniques

Three algorithms were presented by [41] where machine learning techniques are

employed to predict an inhabitant behaviour patterns, activities and common

communication inside a home. The extracted data is utilised in automating de-

cision making, frequent information and improving an inhabitant comfort, safety

and efficiency. The movement of the inhabitant is predicted based on principles

of information theory. Furthermore, another algorithm is set out on sequence

matching in order to predict an inhabitant communications with the smart home,

and also to identify significant patterns of the inhabitant activity.

The study in [93] concentrated on the task of whether a system including

basic sensors could provide the basis for a methodology to predict the feature of

the daily activity of the inhabitant. The system can detect and track the be-

havioural patterns on alarmed health issues. The process entails processing the

sensor reading and combining these in order to develop a standardised prediction

scheme using machine learning techniques. These schemes will help to assess the

quality of life and the health of the occupants. On a long term base, the genera-

tion of prediction models on early stage of diseases and the generation of health

variation patterns prediction could be achieved by using such real-time health

monitoring systems. The KNN algorithm is exploited to predict the behaviour of

the inhabitant for the next day.

2.4.3 Other Techniques Used in Behaviour Recognition

There are other techniques not mentioned above are used to recognize the human

daily activities. For example, Hussain et al [81] have suggested an agent based

architecture for knowledge discovery. Received Signal Strength Indicator (RSSI)

technique is employed to scale the power of the signal at the receiver. The change

in RSSI records is utilized for knowledge extraction. The following are examples

of experiments carried-out:
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- A Wireless Sensor Network (WSN) to find the sleeping patterns in a bed-

room, as well as other physical activities carried-out by a person.

- A WSN to find whether the occupant’s chair is occupied or not and to track

the movements of the inhabitant in an environment,

In addition, in [8] a WSN is installed to collect data from various spaces in the

AmI environment. The WSN consists of sensory agents of PIR sensors and door

contact sensors. An RSSI detection system is incorporated to generate wireless

localization agents together with tagging the occupant as a moving object to

discriminate an inhabitant from other inhabitants or visitors.

2.5 Human Behaviour Abnormality Detection

As stated earlier, numerous studies have attempted to recognize the normal be-

haviour activities. Detecting the anomalies behaviour within an occupant’s daily

activities is another challenging task. Anomaly detection, also called the outlier

detection, has been an important research area in many application domains.

The general definition of anomaly detection is the problem of finding pattern in

data that do not conform to expected behaviour. The non-conform patterns are

often referred to as anomalies or outliers [188].

Many anomaly behaviours detection algorithms and techniques are proposed

to solve problems in diverse domains including computer networks, medical, image

processing, etc. In the following sections, some literature on anomaly detection

techniques are presented and they are reviewed.

2.5.1 Statistical Techniques

Different statistical techniques are used to monitor the daily activities of an in-

habitant in an IIE. A summary of the literature conducted results using statistical

techniques in abnormality detection and outliers are presented below.
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2.5.1.1 Gaussian Mixture Model

Gaussian Mixture Model (GMM) is used to learn the ADLs of an occupant in an

intelligent environment in [51]. When new data arrives, an activity is detected

where the activity’s likelihood is estimated. Eventually, a decision is made that

may be considered as a normal or abnormal behaviour. Rule based systems are

used to make the decision to identify the ADLs in which each activity is associated

with a set of attributes. Only normal behaviour are considered when the model

is trained. Then any change from these behaviours is treated as abnormal and

inform a caregiver for additional care and help.

2.5.1.2 Hidden Markov Model

In [126] a HMM is employed to model the occupant behaviour after using un-

supervised classification techniques to group his/her daily routine activities. As

a result, the model is able to detect the anomalies behaviour. HMM and K-

means method are used in [127] to extract the bahavioual patterns in daily life.

The collected sensor data is accumulated from a room environment. Then, for

each segment of data, a behaviour description labelled is assigned which is com-

puted using the HMM by likelihood of the segment. Based on the accumulated

data, the probability density is composed using sequential discounting Laplace

estimation and sequential discounting expectation and maximization algorithms.

A score is calculated using logarithmic loss, which clarifies how much the new

data behaviour is different from the stored one. Accordingly, if the score is high,

anomalies are detected. When new data is available, the data is considered as

abnormal if the behaviour changes dramatically. The main limitation of using

this approach, however, is the differences of duration time of the behaviour do

not take into account as an unexpected behaviour patterns. Only the frequency

and the successive time of the behaviour are considered.

An extension of HMM is developed by Kang et al. [101] to model and learn

the human behaviours and also to predict and identify the unexpected patterns

inside a smart home. Using a tree like structure, the shared structured can

be duplicated and presented. In particular, Hierarchical Hidden Markov Model

(HHMM) is utilized to determine the abnormal behaviour activities considering
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the effect of the duration time of the activities and the relationships between

them.

Chung et al. [32] propose a Hierarchical-Context HMM based human be-

haviour. The data is collected from a video stream in a nurse care centre. The HC-

HMM includes three reasoning components: Spatial Context Reasoning (SCR)

module, the Behaviour Reasoning (BR) module, and Temporal Context Reason-

ing (TCR) module. In HC-HMM approach, the behaviour is recognized by a

sequence of spatial contexts which includes activities with temporal reasoning.

One of the limitations with this study is that cameras have been used in monitor-

ing the human behaviour. Another problem within this work is that their system

fails to recognize daily behaviours with any starting and ending points.

Duong et al. [47] established a hierarchical model called Switching Hidden

Semi-Markov Model (S-HSMM) a special form of the hierarchical model. This

model consists of two layers, Markov sequence of switching variables in the top

layer, and a sequence of concatenated HSMMs in the bottom layer in which

its parameters are assigned by the top layer. Therefore, at the bottom layer, the

dynamics and duration parameters of the hidden semi Markov model are switched

from time to time and are not time invariant. This method of analysis has first

to learn the normal activities by the model using training data. Then, the model

can classify, segment, and detect anomaly activities.

Authors in [117] have clarified that explicit state duration HMM has advan-

tage over implicit state duration HMM. The explicit state duration HMM can

detect abnormal behaviour duration while implicit state duration fails in detect-

ing abnormal deviation of the human behavioural patterns. Also, the variation

of activity duration is important as the time order of the activity. Authors used

a single camera to record data from 150 video sequences of normal activities in a

kitchen.

HMM are also used in combination with other methods. For example, in [185]

a combination of HMM and SVM is used to detect any abnormality within an

elderly behaviour patterns. HMM is applied to train the normal ADLs and then

SVM is used to classify the normal and abnormal behaviour.
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2.5.1.3 Other Statistical Models

The basic statistical methods such as mean, standard deviation and z-score (also

known as standard score) are used to identify outliers. For example, the authors

in [90] investigated and built an outlier detection mechanism to improve energy

management in a smart environment. The authors identified the outlier by finding

the extremes using standard deviation. They also included a mechanism to rank

the identified outliers to measure severity of the outlier. The z-score technique is

used in [58] to detect outliers in ADL. The results are presented and tested using

a volunteer in an apartment setting. If data is not normally distributed, mean

and standard deviation are not good measures for detecting outliers.

An alternative approach is the box plot which is a graphical representation

approach for examining data sets. For example, box plot is used in [40] to identify

outliers which lie unusually far from the main body of the data. A box plot

displays five important data summaries. They are: lowest value, lower quartile,

median, upper quartile, and highest value. The advantages of the box plot are

that it can display differences between populations without making assumptions

about the underlying statistical distribution and the distance between the parts

of the box indicates the degree of spread and skewness in the data set. However,

it is argued that box plot is not an appropriate approach for every kind of data.

In a high dimensional vector, identifying outliers is a complex process. There

are several methods which are used to find outliers in low dimensional space

including Minimum Volume Ellipsoid (MVE) and Minimum Covariance Deter-

minant (MCD) [22, 157, 163]. To process data with a high dimension, PCA has

proven to be the preferred option. For example, in [163], an outlier detection sys-

tem is introduced using PCA technique in combination with hierarchal clustering

technique. They used cluster principal component analysis as a new distance-

based method. The system is able to identify outliers in both single and multi-

dimensional data.

2.5.2 Computational Intelligence Techniques

A summary of the literature using computational intelligence techniques in ab-

normality detection are presented below under different section headings.
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2.5.2.1 Neural Networks

ANNs are used to distinguish between normal and abnormal human behaviour

patterns from low-level sensors. For example, Illingworth et al. in [85] demon-

strated that abnormalities can be related to the temporal order that the be-

havioural patterns activities are happened. In their study, a temporal ANN

based embedded agent are proposed. Experiments are conducted on a real-time,

data collected from low level sensors and actuators. Also, abnormalities in user’s

behavioural patterns are detected when new activities are appeared within these

patterns. By adding rule nodes, ANN can adapt its hidden layer to hold new

information whenever an example is not found to fit the existing structure.

2.5.2.2 Data Mining Techniques

Using data mining techniques such as model based clustering and association

rules, the activities extracted from sensors are distinguished and the relationships

between them are established in [168]. Additionally, FCM clustering technique

is used in [79] to identify the boundaries of the normal behaviours. The data

represents a movement activities for an elder person for a period of one week.

The data characterizes the normal behaviour of the elder at his home. Then, any

new data that is not belonged to any cluster are considered as abnormal. When

an abnormal data is found, an alarm should be raised to the elder relatives, friends

or caregiver.

Different clustering analysis techniques such as K-means and agglomerative

hierarchical clustering are used in [115]. These techniques are used to find the

similar movements patterns in a smart house. The large volume of data is in-

terpreted using clock and scatter plots which show the differences between the

movement’s patterns.

The application of temporal relations is used in [92] to discover anomaly be-

haviours on the frequently-occurring events in an intelligent environment. The

temporal relations are described the temporal order between events in the envi-

ronment. In addition, by using these temporal relations the interval of time of

each event in terms of start time and the end time values is identified, which are

ultimately detecting anomaly behaviours. One major criticism of this work is
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that the temporal relations are applied on a sequence of small data sets to run

experiments and validate the proposed system.

Matsuoka et al [121] developed a system able to detect anomalies within daily

activities in a room occupied with different sensors. The data collected from such

sensors are labelled and then accumulated extremely. A template is built from

large amounts of the labelled data. When a new data is arrived, it is compared

with template to compute a ratio. The ratio indicates a value of how much this

data agree with the template. If the ratio is small then the new data is detected

as anomaly.

2.5.2.3 Support Vector Machine

One Class Support Vector Machine (OCSVM) is developed in [91] for detecting

abnormality within a low profile sensors in an intelligent home. The aim of that

work was to let the inhabitants to live in their own home with no interference

as possible. An algorithm offered by Weka was used as an incorporated tool to

support vector classification and regression.

A system for abnormal activity detection are introduced in [189]. The system

is based on data collected from wearable sensors and it consists of two stages.

In the first stage a one-class SVM is developed for the normal activities. The

SVM is able to sort out the normal activities which have a very high probability

of being normal. In the second stage, the uncertain activities are treated since

these activities need further detection. In this stage, a kernel non-linear regression

analysis is used to separate the abnormal activity models from the normal activity

models in an unsupervised method. One major drawback of that system is that

several abnormal models may be built when abnormal activities turn out to be

normal activities. This state may take place when the system monitors a user

who repeat an activity continually after a certain period of time.

Support Vector Data Description (SVDD) algorithm is used in [156] to distin-

guish between normal and abnormal behavioural patterns. Using this algorithm,

the abnormality is detected from a boundary around the target data is made by

enclosing the target data within a minimum sphere. Several infra-red motion

sensors are used to monitor elderly people living in intelligent environments to
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improve their personal healthcare system.

2.5.2.4 Fuzzy System

Fuzzy systems are widely used in smart homes to detect events in a WSN [120,123,

124,163]. For example, fuzzy reasoning and three approaches including: statistics,

association analysis and trend analysis, are proposed in [120]. The associations

between activity patterns are carried out using an extended version of the Apriori

algorithm. The normal behavioural patterns are learnt by observing frequent

events and trends change in the ADLs. An alarm is raised when an abnormal

event occurs. In that work, a sensor network system is installed in a home to

identify a userś movements and the use of items such as furniture and household

items. The actual sensor data is summarized and placed in a database to deal

with as categorical data where, fuzzy membership functions are used instead of

the actual time and duration of sensor reading.

In [13], a reliable identification of human activity using fuzzy logic is proposed.

It identifies the state of a voxel person, a three dimensional representation of the

human built in a real time. It is mainly used for modelling and monitoring of

an elderly person falling from videos. Fuzzy logic models and monitors human

activities in a way different from other human monitoring systems. It can produce

interpretable information that can be used to understand, summarize the human

activities and answer questions regarding changes in users behaviour and trends

over times. In addition, fuzzy rules are extremely flexible as they can be modified,

added or removed easily.

2.5.3 Other Techniques Used in Abnormality Detection

2.5.3.1 Use Cases

The application of use cases was studied by Tran et al. [169] to monitor an

occupant for identifying illness, detect abnormal behaviours. Use case is a set of

informal statements in natural language, which is used to describe a situation,

and then generate outputs from the smart home. They are also used to recognize

the context awareness and behaviours in an IIE.
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2.5.3.2 Distance and Similarity Measures

Anomalous behaviours are also detected using distance and similarity functions.

A considerable amount of literature has been published on (dis) similarity or

distance measures [27, 49, 78, 146, 186]. These studies investigated the usage of

these measures on a wide range of applications such as image retrieval, psychol-

ogy, and biological taxonomy [27]. There has been little work so far to apply

these measures in assisted living environment application and specifically human

behavioural pattern identification. For example, in the aspects of sensor appli-

cation, a similarity function [137] is used to train normal and abnormal sets of

episodes using WSNs. A longest common subsequence algorithm is used to do

the similarity. Then based on a threshold value, a decision is made to distinguish

between normal and abnormal episodes of a sample of training set. In addition,

weights are used with the similarity function which determined experimentally in

order to get best results.

T 2 test of Mahalanobis distance in [188] is applied to identify the outliers and

anomaly event detection in temporal data in an intelligent environment. The data

set is generated using kernel smoothing method to give the results of one week

template. These results can be used to present the daily activities in intelligent

environments. The sensor data collected in first two months is used as training

data set.

Rashidi et al. in [145] use Levenshtein (edit) distance to find the similarity

between two patterns. The edit distance between two sequences is the number

of edits (insertions, deletions, and substitutions) that are required to convert a

sequence into another sequence. In that work, a new mining technique, called

Discontinuous Varied-order Mining method (DVSM) is also proposed to find the

frequent patterns that might be irregular and inconsistency in the ordering. To

group the patterns into activity definition, a clustering technique is used in which

the cluster centroids corresponds the activities that are identified and recognized.

The main limitation of this work is that all the data points are clustered where

only those that are part of an activity sequence is probably occurred often with

a degree of constancy or recognisability.

In a recent study by Jakkula and Cook [90], an outlier detection system is
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proposed to preserve power in order to improve intelligent environments and make

them efficient. They used KNN algorithms where Discrete Time Warping (DTW)

is used for distance measures. It has been proved that KNN is well performed to

differentiate between normal and abnormal data in intelligent environments. It is

argued that, DTW will align the power value and it is better than the standard

distance measures such as Euclidean, Manhattan, and Chebyshev measures.

2.6 Discussions

The knowledge gathered through this literature review suggests that it is pos-

sible to create the behavioural model of an occupant living in an environment

equipped with sensors. Although the use of statistical methods are popular in

extracting and predicting human behaviour, there are some problems associated

with their utilization. For instance, HMMs have some problems in extracting

multiple interacting either parallel or interference activities. In addition, due to

its strict independence assumptions (on the observations), HMM is unable to grab

the long-range or dependencies of the observations. Moreover; the observation

sequences which are consistent with a specific activity may not be recognized

using an HMM [50].

Recurrent neural networks have proven to be able to address the temporal

relationships of input patterns since they incorporate feedback connections [72].

There are few studies which use temporal neural networks algorithms to detect,

recognize, and classify the behavioural patterns of an occupant in a smart envi-

ronment. These studies focus on using feed forward neural networks which does

not include the time variant patterns.

The review presented here provided an overview of the anomaly detection

and we discussed various anomaly detection techniques in the literature. Some

limitations on using these techniques were also discussed in this chapter.

Some of the studies reviewed so far, have only been carried out in a small data

size and implemented on data collected from simulated environment.
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Prediction Models

3.1 Introduction

In this chapter, prediction models are reviewed. Presented techniques are used

later on in this thesis in Chapter 7 to predict the behavioural pattern of a user

in an IIE based on sensory information. The prediction will help to provide us

with information related to the user’s health trend and to the carer to take an

advance action. More details about the environment and signals are presented

in the following chapters. Information collected from sensors within an IIE are

considered as time series. In this chapter we mainly review prediction models

which will apply to time series collected from sensor data. The investigated

techniques are:

• Hidden Markov Model (HMM)

• Time Delay Neural Network (TDNN)

– Focused Time Delay Neural Network (FTDNN)

– Layered Recurrent Neural Network (LRN)

– Non-linear Autoregressive netwoRk with eXogenous (NARX)

• Recurrent Neural Network (RNN)

– Simple Recurrent Network
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– Echo State Network (ESN)

– Long Short Term Memory (LSTM)

– Recursive Self-Organising Maps (RSOM)

In Section 3.2 an overview of time series is presented. The traditional time

series prediction techniques are described briefly in Section 3.3. In Section 3.4, the

theoretical basis of the HMM is reviewed followed by predictive ANN techniques.

Conclusions of this chapter are drawn in Section 3.6.

3.2 Time Series

Time series data can be found in many everyday life applications including: sci-

entific database with sensor data (e.g. weather, geological, environmental, astro-

physics ), financial application ... etc. [129]. Arranging a sequence of observations

according to the time of their outcome is known as a time series model. Formally,

a sequence of vectors at time t is denoted by:- x(t) , t = 0, 1, 2, . . . .

For theoretical purposes, x can be presented as a continuous function of the

time variable t. On the other hand, time viewing in terms of discrete time steps

may lead to an instance of x at every end point of a fixed size time interval.

Thus; it is called a time sequence or time series. The size of the time interval

is usually problem dependant, i.e. it can be measured by milliseconds, minutes,

hours, days and even years. Typically, these vectors capture changes to an object

that is measured at equal time interval and are compound of any set of observable

variables, such as:

• The temperature of air in a building,

• The price of a certain commodity at a given stock exchange,

• The amount of water consumed in a given community [46,52].

The main goal in time series analysis is to develop some prediction techniques

(models) for the time series x(t). Then, using the developed model, identify the

next time patterns from its past data and designing a control system based on the

results of analysis. On the other words, the problem of time series prediction or
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Figure 3.1: Continues time series data.

forecasting can be stated as follows: given a sequence x(1), x(2), . . . , x(t) up to

time t, find the continuation x(t+1), x(t+2), . . . . The most characteristic feature

of time series is that they can be represented based on the original sequence by

the values that may be randomly repeated several times without maintaining any

definite periodicity [134,178].

The values of time series data may be either real number (continuous) or

binary number (discrete). Much research has been done in predicting continuous

time series [46, 63, 88, 110, 170]. Continuous time series take real values, e.g., the

temperature of a given room. Figure 3.1 illustrates a continuous time series data,

where series x(t), x(t) + τ , x(t) + 2τ , . . . x(t) + (m − 1)τ can be used as input

variables to forecast the target variable, for all t = 1, 2, . . . n and a time delay

length. Many techniques are applied to predict this kind of data. On the other

hand, binary or (discrete) time series data has only value of 0 or 1 and the status

of the data can be changed at any random time. Figure 3.2 shows a sample of

discrete time series data. An example of a binary time series is the data collected

from door entry sensor representing when it is open or close. The main challenge

is how one can process this time series data and predict the next step in the series

and extract important information from them.
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Figure 3.2: Discrete time series data.

3.3 Traditional Time Series Prediction Techniques

Many traditional techniques are used to process time series data. In most cases,

the signal is assumed to be stationary and can be described by a set of linear

equations. The most well known models are: AR (autoregressive), ARX (AR

with eXternal input series), VAR (vector autoregression), ARMA (AutoRegres-

sive Moving Average), ARMAX (ARMA with eXternal input series), ARIMA

(AutoRegressive Integrated Moving Average), ARIMAX (ARIMA with eXternal

input series), and ARFIMA (AutoRegressive Fractionally Integrated Moving Av-

erage). These linear time series models can be understood in great details since

they have been studied for a long time. In addition they have tractability and

ease of interpretation. Therefore, they are well developed and widely used. On

the other hand, due to their linearity and simplicity, many complicated problem

can not be implemented and many features of the underlying process are unsuc-

cessfully captured. Consequently, this leads to unsatisfactory results in case of

multi-step ahead prediction [77,107].

Available alternative approaches are non-linear models, such as TAR (Thresh-

old Autoregressive Model) and state-space models which are applied to model

non-linear time series. A priori information, such as the type of the model and

its complexities are required in these approaches. Owing to a large number of

variables involved in most time series, as well as the high level of noise and lim-

ited amount of training data, this predefined information is not available for most

time series and is difficult to obtain by estimation. For a particular problem these

models work very well, for instance as reported in [77]; sunspots series prediction

is well modelled using TAR.
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Figure 3.3: A graphical representation of Hidden Markov Model with three states.

3.4 Hidden Markov Models for Time Series Pre-

diction

A discrete-time Hidden Markov Model(HMM) is defined by the following entities

[18]:

• A set S = S1, S2, . . . , SN of (hidden) states; where N is the number of

states.

• A transition matrix A = aij, where aij ≥ 0 represents the probability of

going from state Si to state Sj ;

• An emission matrix B = b(O|Si), where b represents the output probability

and B indicates the probability of emission of symbol O from state Si;

• An initial state probability distribution π = πi, representing the probability

of the first state π1 = P [Q1 = Si]

A graphical representation of HMM is illustrated in Figure 3.3 where three hid-

den states and 4 observable variables are shown. Generally, the HMM can be

represented as: λ = P (A,B, π). These parameters should be chosen so that the

model can well explain the observed data. HMM parameters are learnt using the

Baum-Welch algorithm [183]. This algorithm is used to find out the parameters
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which maximize the probability of the observation variable of a model [18]. Also,

a very common algorithm called forward-backward algorithm is used to find the

maximum probability of a sequence O and given a model. In Appendix A, HMM

algorithm is explained in more details [59].

For time series of multivariate values, HMM gives a probabilistic framework

for modelling. Examples of HMM applications include; speech signal recognition,

DNA sequence analysis, handwritten characters recognition, natural language

domains etc. In most of these applications, HMMs are used either as a classifier

or a predictor. HMM is a useful tool for time series prediction mainly for the

following reasons [73]:

- when a new data is arrived, HMM is able to treat it robustly,

- due to the existence of established training algorithms HMM is computa-

tionally efficient to develop and evaluate, and

- it can predict the most frequent patterns efficiently.

Although, HMM can represent a time series; its induction algorithm has two

essential disadvantages. Firstly, the number of states should be known in a priory

which means the model is not fit to the data. Secondly, the algorithm can not

converge to the global minimum [73].

3.5 Neural Network Techniques for Time Series

Prediction

The challenges associated with time series modelling are lack of prior knowledge,

high noise level, non-linearity and non stationary. A variety of artificial neural

network ANN techniques have been proposed, investigated, and successfully ap-

plied to time series prediction. Power load forecasting, medical risk prediction,

economic and financial forecasting, and chaotic time series prediction are all ex-

amples on application of time series prediction. In most cases, ANN prediction

models demonstrate better performance than other traditional approaches [77].
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Figure 3.4: Neural networks for time series processing.

ANNs are data-driven, self-adaptive non-linear methods that do not require

specific assumptions about the underlying model. Instead of fitting the data with

a pre-specified model form, neural networks let the data itself serve as direct ev-

idence to support the model’s estimation of the underlying generation process.

This non-parametric feature makes them quite flexible in modelling real-world

phenomena where observations are generally available but the theoretical rela-

tionship is not known or testable. Accordingly, a large number of successful

applications have verified the role of ANNs in time series modelling and forecast-

ing. It also distinguishes neural network models from traditional linear models

and other parametric non-linear approaches, which are often limited in scope

when handling non-linear or non standard problems [193].

In this research, selected methods of the ANNs are used in prediction the

future time step of discrete values of time series data. Figure 3.4 shows a diagram

illustrating the inputs to a network as x(t), x(t)+ τ , x(t)+2τ , . . .x(t)+(m−1)τ

which is capable of predicting the next time step x(t) +mτ .

The following sections will review the most common neural network tech-

niques used in processing and prediction the time series data. These techniques

include, Multilayer Feed-forward neural networks, Time Delay Neural Networks,

and Recurrent Neural Network.
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Figure 3.5: Time-lagged input variables as the input layer of neural network. The
output of the model x(t+mτ) is one step ahead prediction.

3.5.1 Multilayer Feed-forward Neural Networks

One of the challenges of applying static ANN models to time series prediction is

to incorporate the temporal relationship between observations at different time

steps into the model. The simplest way to include temporal information into a

multilayer feed-forward network is by using different time-lagged input variables.

Figure 3.5 illustrates a multilayer feed-forward with m − 1 time-lagged input

variables. Selecting proper time lags and an informative set of input variables

is critical to the solution of any time series prediction problems. Since choosing

suitable time lags is a difficult problem, another practical approach is to first

select as many lagged input variables as possible, then apply Principal Compo-

nent Analysis (PCA) to the input space and transform input variables into new

variables in the principle component space, which usually has a much lower di-

mensionality than the original space. Transformed variables are then used to

train neural networks [77].

Among many ANN techniques used in forecasting, the single multilayer feed-

forward model or Multi Layer Perceptron (MLP) is known as the most popular

one. It is proven theoretically that the MLP has a universal functional approx-

imating capability and can approximate any non-linear function with arbitrary
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accuracy [193]. However, the algorithm yielded no unified guideline in choosing

the appropriate model structure for practical applications. Thus, a trial-and-error

approach or cross-validation experiment is often adopted to help find the “best”

model. Typically a large number of ANN models are considered. The one with

the best performance in the validation set is chosen as the winner, and the others

are discarded [193].

3.5.2 Time Delay Neural Networks

In this section, another class of ANNs so called Time Delay Neural Networks

(TDNN) is introduced. TDNNs rely mainly on special kind of memory known

as tap delay line where the most recent inputs are buffered at different time

steps. Such delay lines between hidden and output layers are necessary to supply

the network with additional memory. In other words, by using delay lines the

inputs arrive hidden layers at different points in time, so they stored long enough

to influence subsequent inputs. A typical tap delay line is illustrated in Figure

3.6. The response of these ANNs in time t is based on the inputs in times (t−1),

(t− 2), . . . , (t−D). A mapping performed by the TDNN produces a y(t) output

at time t as:

y(t) = f(x(t), x(t− 1), . . . , x(t−D)) (3.1)

where x(t) is the input at time t and D is the maximum adopted time-delay.

TDNN is well suited in the applications of speech recognition and time series pre-

diction. In prediction, TDNN can deal successfully with the dynamic behaviour

of the system and predict the next state [46, 119].

Although all the connections in the TDNN are feed-forward, which is similar

to MLP, the inputs to any unit in the network have the output of the previous

stage. The activation of the unit f at any time step is calculated as follows:

yti = f(
i−1∑
j=1

d∑
k=0

yt−kj · wijk) (3.2)

where yti is the output of node i at time t and wijk is the weight to the node i from

the output of node j at time t − k. TDNN are used successfully for prediction,
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Figure 3.6: Tapped delay line memory model. Each delta operator introduces a
one step time delay.

because they are able to capture the dynamics of a system and to foresee the

output in the current time [33, 119]. TDNN is sometimes called Neural Network

Finite Impulse Response (NNFIR).

Three different TDNNs are investigated to predict an approximate value for

the future samples of the series. These include: Focused Time Delay Neural Net-

works(FTDNN), Layer Recurrent Network (LRN) and Non-linear Autoregressive

netwoRk with eXogenous (NARX). Different sizes of tapped delay line have been

attached in order to predict the next samples of the input.

3.5.2.1 Focused Time Delay Neural Networks

Focused Time Delay Network is a MLP with a tapped delay line (also called

memory layer) as input layer. A typical diagram of focused time delay neural

network is illustrates in Figure 3.7. This network belongs to a class of dynamic

networks. Delay time line is used to store the historical samples of the inputs. The

number of historical samples determine the size of the memory layer to express

the features of the input in time. The memory is always at the input of multilayer

feed-forward networks; hence the name focused comes.

Training in focused time delay network is much faster than other dynami-
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Figure 3.7: Focused time delay neural network with two layers.

cal network for two reasons: firstly, as mentioned before tapped delay appears

only at input layer and secondly, the loop does not contain feedback connections

or adjustable parameters. For that reasons, no dynamic back propagation are

needed to compute the network gradient. It can still be trained with static back

propagation [42,141].

3.5.2.2 Layer Recurrent Networks

Another class of dynamic network is layer recurrent neural network which is

originated from Elman network (it is explained in Section 3.5.3.1). Unlike focused

time delay neural network, the time delay lines in this network are found in each

layer except the last layer. A layer recurrent network which included two layers

with feedback connections is illustrated in Figure 3.8. The key modifications to

the Elman network are different number of layers and transfer functions are used,

whereas, the original Elman network uses two layer with a sigmoid function for

hidden layer and linear function for the output layer. Back propagation algorithm

has been implemented to train the Elman network [42].

3.5.2.3 The NARX Network

Another type of dynamic network but with feedback connections is Non-linear

Autoregressive netwoRk with eXogenous inputs(NARX). The NARX model is a

discrete-time non-linear model which is demonstrated to be equivalent to Turing
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Figure 3.8: Layer recurrent network with two layers.

machine [98]. Figure 3.9 shows the typical architecture of NARX network [164].

In this model, multilayer perceptron network is used to approximate y(t) ex-

pressed as:

y(t) = f(x(t− 1), x(t− 2) . . . x(t−Dx) (3.3)

, y(t− 1), y(t− 2) . . . y(t−Dy))

where x(t) and y(t) are respectively the input and the output of the model at

time step t, while Dx and Dy are the input and the output memory orders with

Dx ≥ 1, Dy ≥ 1 and Dy ≥ Dx. The non-linear function of the input and output of

the model is expressed as f . The predicted output y(t) is regressed on the input

value (exogenous) x(t − 1) and the output value y(t − 1) [98, 158]. In this case,

since one of the inputs of NARX is the output of the network, this makes NARX

network represent the dynamical characteristic of a system efficiently [96]. NARX

network can also be implemented as TDNN when its output memory order takes

a zero value. Accordingly, there is only a time delay line in the input layer of the

MLP learning algorithm which is used to approximate the following function in

TDNN [113]:

y(t) = f(x(t− 1), x(t− 2) . . . x(t−Dx)) (3.4)
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Figure 3.9: NARX Network with two input delays and three output delays.

Generally, there are two modes in which NARX network is trained [96,184]. These

modes are:

1. Parallel Mode: In this case, the estimated output of the network is returned

to the input of the MLP as shown in the following equation:

ŷ(t+ 1) = f̂ [(y(t), x(t)] (3.5)

= f̂ [y(t), y(t− 1), . . . y(t−Dy + 1);

x(t), x(t− 1), . . . x(t−Dx + 1)]

where f̂ is a non-linear function of the input and output of the model which

is approximated by MLP. This mode is shown in Figure 3.10-a where TDL

refers to the tapped delay line. This mode can provide a good estimation

when one adds a regressive factor of the estimated value. As a result, the

main dynamic features of the system are obtained.

2. Serial-Parallel Mode: In this case, instead of feeding back the estimated

output of the network, the actual output is returned to the input of the
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(a) Parallel network

(b) Serial-Parallel network

Figure 3.10: NARX network architecture (a) parallel network, (b) serial-parallel
network.

neural network as shown in the following equation:

ŷ(t+ 1) = f̂ [(ŷ(t), x(t)] (3.6)

= f̂ [ŷ(t), ŷ(t− 1), . . . ŷ(t−Dy + 1);

x(t), x(t− 1), . . . x(t−Dx + 1)]

where f̂ is a non-linear function of the input and output of the model.

Figure 3.10-b illustrates the serial-parallel Mode of NARX network. This

mode has an important characteristic in that it has strictly feed-forward

architecture and a static back propagation learning algorithm can be used.

The embedded memory of NARX network gives a shorter path for gradient

information in case the network is unfolded in time to back propagate the er-

ror signal. Having such characteristic, the gradient descent learning is better in

NARX network in learning the long term dependencies. In gradient-based train-

ing algorithms, for n time steps in the past, the fraction of the gradient becomes
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zero as n increases. Vanishing gradient is a problem in other neural networks

such as back propagation through time [98,158].

3.5.3 Recurrent Neural Networks

Most neural networks algorithms for predicting chaotic time series are based on

feed-forward neural networks, mentioned in earlier section. Defining a suitable

number of hidden nodes is a difficult problem of these networks. Besides, being

static networks, these networks have limitations to identify chaotic dynamical

systems [72,162].

Time series prediction problems can be solved using Recurrent Neural Net-

works (RNNs) because of the dynamic nature of these networks. Thus the tempo-

ral relationship of inputs between observations at different time steps is handled.

These networks are capable of maintaining related historical information for pre-

dicting the future trend of the series [19,77].

RNNs are proven to be effective in learning time-dependent signals that have

short term structure [162]. For signals with long term dependencies, these net-

works are seemed to be less successful, as during training, the error gets “diluted”

when passed back through the layers many times. However, RNNs are computa-

tionally more powerful than feed-forward networks and valuable approximation

results were obtained for prediction problems [162]. Moreover, recently, a num-

ber of researchers have added connections with time delays to the RNNs which

often allow gradient descent algorithms to find better solutions in these cases.

The training of RNNs tends to be more difficult because of the feedback connec-

tions. Real time recurrent learning and back propagation through time are the

two popular training algorithms of RNNs [72,162].

RNN techniques are investigated later on and are explained in the following

sections.

3.5.3.1 The Elman Network

In this section Elman recurrent neural network also known as a partial recurrent

network is explained [48]. Figure 3.11 shows the structure of the network with

two inputs and one output unit. Elman network has three layers: input, hidden
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Figure 3.11: Elman network structure.

and output layers, with a number of “context units” in the input layer. Initially,

the context units take zero values and then the output values of the hidden layer

units at the previous time steps will be copied into these units. In this case, the

network can perform time function mappings that are beyond the ability of the

standard MLP. This characteristic allows Elman network to be suitable for time

series prediction. Accordingly, the memory of the Elman network is constructed

via a feedback. Using this feedback, temporal and spatial patterns can be learned,

recognized and generated [57,61,174].

Elman network is also trained using a discrete-time RNNs training algorithm

known as Back Propagation Through Time (BPTT). It is well known neural

network training algorithm in many temporal classification problems. However;

to achieve high accuracy in the learning process, many computational times are

required [140,172]. Figure 3.12 illustrates the scheme of BPTT.

BPTT training algorithm consists of two passes; forward and backward pass.

In forward pass, the stacked network starting from the first copy till the end of the

stack are updating in one training epoch. In Appendix B, the BPTT algorithm is

explained in more detail [87]. At the beginning, the outputs of BPTT algorithm

are computed for all time steps. Then, the gradient is calculated by starting at

the last time step and working backward in time. The main disadvantages of the
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Figure 3.12: Scheme of the basic idea of Back Propagation Through Time.

BPTT algorithm is that it is not suitable for on-line applications because it works

backward in time from the last time step. So this algorithm is more powerful in

the gradient calculation [95].

Many applications have been effectively implemented by using back propaga-

tion through time such as: pattern recognition, dynamic modelling, sensitivity

analysis, and the control of systems over time. Also, it can be used employed

with neural networks, econometric models, fuzzy logic structures, fluid dynamics

models and with many other systems [179]

3.5.3.2 Echo State Network

In this section, the recurrent neural network, Echo State Network (ESN) is de-

scribed. It was developed recently by Jaeger [88]. The basic architecture of ESN

is illustrated in Figure 3.13 which consists of three layers. These include input,

hidden and output layer. The input layer is connected to the hidden layer. Only,

the hidden layer are fully connected to the output layer. On the other hand,

the output layer is backward connected to the hidden layer only. It is a discrete-

time, continuous state where the activation function for all neurons is the sigmoid

function [11].

An ESN consists of a reservoir of conventional processing elements, which are

recurrently interconnected with untrained random weights, and a readout (out-

put) layer, which is trained using linear regression methods. The key advantage

46



3. Prediction Models

Figure 3.13: Structure of an echo state network approach. Only the output
weights Wout are adapted, all other weights (input, reservoir and feedback) are
chosen randomly.

of the ESN is its ability to model systems without the need to train the recurrent

weights [161]. For training an ESN with an input un, a reservoir state x(n) with

M processing elements, and an output yn, the equations are calculated as follows:

x(n+ 1) = tansig(wx × x(n) + win × u(n) + v(n+ 1)) (3.7)

and

y(n) = wout × x(n) (3.8)

where x(n) denotes the hidden layer or the internal state. tansig denotes hy-

perbolic tangent sigmoid function which is applied element wise, v(n + 1) is an

optional noise vector. wx, win and wout are respectively the internal connection

weights of the reservoir, the input weights to the reservoir and the readout (out-

put) weights from the reservoir [155].

The ESN approach differs from other methods in that a large RNN is used (in

the order of 50 to 1000 neurons) and in that only the synaptic connections from

the RNN to the output neurons are updated i.e. weights coming from the hidden

layer (i.e. the reservoir) to the output layer are updated in order to achieve the

learning task. As a result, large datasets are learnt in only a few minutes or
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even seconds [88]. Also, there are neurons in the reservoir connected in loops (see

Figure 3.13), therefore the past states ’echo’ in the reservoir.

The convergence of training in ESN is much faster than other RNN. This has

made ESN an attractive model for a wide range of time series prediction, pattern

generation, event detection and classification. The prediction is accomplished

using a black box model, i.e. it only depends on past data since no further

information is used [76,132,155].

3.5.3.3 Long Short Term Memory

In this section, a recurrent neural network known as Long Short Term Memory

(LSTM) is briefly described [151]. One of the most important characteristic of

this algorithm, which is different from traditional RNNs techniques, is its ability

to solve vanishing gradient problem. Vanishing gradient problem means the in-

fluence of a given input on the hidden layer and therefore on the output of the

network, either vanishes or blows up exponentially as it cycles around the recur-

rent connections. In most RNNs techniques, the errors flow backwards in time

tends to either blow up or vanish. LSTM learning algorithm can enforce constant

error flow through, hence neither exploding nor vanishing. LSTM network is an

efficient algorithm with application regarding temporal processing tasks [70,131].

LSTM network have three layers: input, hidden and output layer as shown

in Figure 3.14. The major difference of LSTM network from other RNNs is its

hidden (internal) units. The basic units of the hidden layer are memory blocks

containing one or more memory cells and three adaptive and multiplicative gating

units shared by the cells in the block. The memory cell has connection to its self

with a weight of value one called “Constant Error Carousel” (CEC). The function

of CEC is to provide short-term memory storage for extended time periods by

recirculation activation and error signals indefinitely. All the inputs are connected

to all of the cells and gates. The cells are connected to the outputs and the gates

are connected to other cells and gates in the hidden layer. The input gate controls

the flow of activation into the cell by passing the input to the memory cell through

a squashing activation function of the input gate. On the other hand, the output
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Figure 3.14: A schematic diagram of LSTM memory block with one cell and its
gate units.

gate controls the flow of the activation from cell to the outputs. The memory

cell’s output is passed through another squashing function before being gated by

the output gate activation [151].

Two passes are required to train LSTM: forward and backward pass. All units’

activation are updated in forward pass, and then the errors signals for all weights

are computed in backward pass. The pseudo code details for forward pass, back-

ward pass, and weight updates LSTM training algorithm is included in Appendix

C. Many real world sequence processing problems have been implemented using

LSTM recurrent learning algorithm [60,151].

3.5.3.4 Recursive Self-Organising Map

Recursive Self-Organising Maps (RSOM) is an extension of the classical prosper-

ities of Self-Organising Maps (SOM) [175]. RSOM is created by adding feed-

back connections to SOM and keeping its original self-organization property.

These feedback connections are used to represent time implicitly and self-referent.

RSOM learns local representations of the temporal context associated with a time

series [176].

The architecture of RSOM is shown in Figure 3.15. The inputs to RSOM

network are the input and the time-delayed (context) copy of the activities which
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Figure 3.15: An architecture of recursive self-organising maps. Trainable connec-
tions are represented by the dotted line while the fixed connections are represented
by the continuous line.

are the single input vector to SOM network topology. In this network, the map

is able to learn both the input and the context. Based on the learned shorter

sequences, the long sequences of inputs are learned iteratively.

In RSOM, each unit i of the map (1 ≤ i ≤ N) has a receptive field defined by

two weight vectors, wix and wiy, that are compared to the input vector, x(n), and

to the vector of activities in the map at the previous time, y(n− 1), respectively.

The activity, yi(n), of unit i at step n is:

yi(n) = exp(−α‖x(n)− wxi ‖2 − β‖y(n− 1)− wyi ‖2) (3.9)

where α and β are constant coefficients. The best matching unit is the unit

that has the highest activity. If k is the index of the unit maximising yi(n), the

learning rules used for the weights are:

4wxi = γ(hi,k(x(n)− wxi ) (3.10)

4wyi = δ(hi,k(y(n− 1)− wyi ) (3.11)

where γ and δ are learning rate, and the neighbourhood function hi,k is a Gaussian

function of the Euclidean distance, d(I, k), between units i and k on the map:
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hik = exp(−d(i, k)2/σ2) (3.12)

Here, σ controls the width of the Gaussian [176].

3.6 Discussions

This chapter gives an overview of different techniques as a solution for time series

prediction. The predictive techniques includes statistical methods such as HMM

and ANNs. We have seen that how the dynamic nature of RNN techniques help

in handling the temporal relationships of inputs between observations at different

time steps. In particular, it has been shown that these networks are capable of

maintaining related historical information for predicting the future trend of the

series [19, 77]

Chapter 7, will describe the implementation of these predictive techniques and

compare between them. The techniques are evaluated using data sets collected

from ADLs of occupants living in houses equipped with an appropriate sensors

and door entry sensors. Those sensors are used to record the behaviour of the

occupant, and allow the carer to observe any changes to patterns.

In the next chapter, a description of data collection and environments will

be introduced. Data collection system is employed in this research in order to

monitor ADLS of an elderly person.
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Chapter 4

Environment and Data Collection

4.1 Introduction

In a smart home, it is important to know when the occupants carry out the most

activities so that more assistance and support may be allocated to them. Also,

being aware of the most frequent daily activities may also aid in determining

any future irregular patterns within a daily routine such as spending a long time

in the bedroom, relentless roaming around the house, or unusual absence for

long periods and so on [127]. Therefore, it is vital to find a robust system able

to monitor the daily activities of the people with less ability. Also, the adult

children of frail elders living alone and at a distance could be sent reports or

alerts daily/weekly in the form of e-mail or phone calls, and they could even be

informed if any abnormality in the near future is predicted.

This chapter gives an overview of intelligent environments including sensor

networks. The description of the procedure for data collection from a sensor

network to monitor the daily activities of an elderly person is also presented. In

addition, trend as an important component in activities of daily living is modelled

and integrated within a single-occupant occupancy simulator, So that in the

occupancy signal generated by the simulator, both seasonality and trend are

included in occupant’s movements. Different types of trend, in the occupancy

signal, improve the occupancy modelling by enabling the model to incorporate

long term differentiation in occupant’s behaviour i.e. ageing, health, and other
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Figure 4.1: An overview of monitoring and interaction system architecture.

changes in his/her activities of daily living.

This chapter is organized as follows: in Section 4.2, an overview of ambient in-

telligence is presented. Section 4.3 introduces the sensor network in an intelligent

environment and data handling. In Section 4.5, a description of the daily activi-

ties monitoring of an elderly person living in a smart home is presented. Sensor

data collection is presented in Section 4.6 where two different environments are

explained in detail. Some conclusions are drawn in Section 4.7.

4.2 Ambient Intelligence

An Ambient Intelligence (AmI) is a new information model in which people are

monitored by a digital environment where their daily activities along with their

needs are responded to this environment [45].

The quality of the life of the people is improved by employing AmI through
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conducting relevant environmental and operational conditions. This can be achieved

using adaptive intelligent connection between personalized interconnected sys-

tems and services. Ubiquitous, intelligence and context awareness are the major

computing areas that are involved in an AmI. This ubiquity forms a pervasive

infrastructure where the user is embedded by a large number of interconnected

embedded systems. Intelligence systems can include learning algorithms and

pattern matchers, speech recognition and language translators, and gesture clas-

sification and situation assessment. Finally, context awareness includes tracking

and positioning of the all types of objects and finding the relationships between

these objects and their environments [45,154]. AmI are formed to take decisions

to benefit the users of that environment based on real-time information gathered

and historical data accumulated [15,136].

Figure 4.1 illustrates an overview of monitoring and interaction system archi-

tecture in an intelligent environment representing an AmI. As shown in this figure,

the data collected from the sensor network are communicated with a base station

and eventually stored in a central database. The communication between the

sensor network and the base station could be in either wired or wireless format.

More details about sensor networks are presented in the next section.

4.3 Sensor Network

The sensor network has become one of the most important technologies for the

21st century. It consists of spatially distributed independent devices using differ-

ent sensors to monitor physical or environmental conditions at different locations.

Sensor networks have been used in many applications like environmental monitor-

ing building and structures monitoring, military sensing, physical security traffic

surveillance, video surveillance, distributed robotics and similar [2]. The main

goal of a sensor network is to collect information in an intelligent environment.

Wireless technology for sensor communication is a preferred option, as it is

easier to fit wireless sensors in existing homes. However, we do not rule out

the use of X10 technology or other well established wired sensor networks in

which sensory devices can communicate with the base station via electrical power

lines. WSNs, in comparison with wired sensors networks, are more flexible in
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Figure 4.2: Phases in the data handling work flow.

terms of deployment and the required infrastructure of the network in a smart

home environment. In WSNs power consumption is the most important concern

mainly because all sensory devices are powered by batteries. A system where the

occupant was required to change batteries frequently is not ideal. Using either

of these two technologies should not make any differences in the results of this

thesis. For the sake of simplicity and ease of installation, we have used a WSN

comprising movement sensors and door contact sensors.

The sensor data collected from smart environments have different character-

istics compared with the ordinary data analysis techniques. Long series of mul-

tidimensional data are collected from such sensors which are difficult to analyse

and manipulate manually. These data are sometimes noisy if the sensors values

are inaccurate or there may be missing values when the sensors fails. In addi-

tion, the elements of the sensor data may be a spatial or temporal. The majority

of the data source is low-level sensor information which is easy to generate and

manipulate. Nevertheless, the challenge, which may be faced when dealing with

such low-level data, is the large volume of data collection. For instance, the data

collected from motion and light sensors alone are in an average of 10, 310 events

per day in the MavHome smart home project [37].
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4.4 Data Handling

The data work flow for data handling is illustrated in Figure 4.2. The initial

data capture results in a large number of data items which, though time ordered,

are not evenly distributed in time, and are initially labelled only by sensor ID,

time and Boolean state. The data must then be re-factored so that it can be

more easily accessed, enumerated and represented. The data representation and

clustering/identification phases feed from each other, as it is only through us-

ing different data representations that the separate activities of clustering and

abnormal behaviour identification can be easily carried out and assessed.

The sensor data can be represented and mined as sequences or as time series

data. These sequences are represented by a series of sensor values. All the

sequences are ordered in time and occur sequentially one after another. However,

for some applications it is not only important to have a sequence of these events,

but also a time when these events occur. Depending on the signal output of

the sensor, the time series can be represented either in continuous or discrete

values. For example, values gathered from a temperature or humidity sensor will

be represented in a continuous series while occupancy is represented in a discrete

format.

4.5 Elder’s Activities Monitoring

As people grow older, their health gradually deteriorates and more assistance and

help is needed in doing their ADLs from their relatives or carer. The activities

of daily living such as bathing, toileting and cooking are good indicators of the

capabilities of those people. Hence, a system able to monitor the daily activities

of the elderly people can play an important role in order to let them to live

independently in their own homes. The system should recognize these activities

to allow automatic health monitoring and give good guidance for nursing care.

This system can also be used to help the people suffering from dementia. For

those people, the system could provide a reminding tool about how the activities

are prepared step by step. An activity monitoring system consists of two parts:

sensors network which is used to collect the data from the environment and a
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Figure 4.3: A sample of sensor data collected from four motion sensors.

recognition model to recognize and understand the daily behaviour patterns from

these sensors [44,171].

In the research reported in this thesis, WSNs are used to build the activity

monitoring system. The daily behaviour patterns of the occupant are then ex-

tracted. This information is used to build a behavioural model of the occupant

which ultimately is used to predict the future values representing the expected

occupancy and other activities.

In this research, the data is captured from occupancy sensors only. This

data consists of sequences of an ordered set of movements between rooms in the

environment. Sensors record the presence and absence of the occupant in order

to track his/her movements in a specific area in the environment. Signals are in a

binary format, and they are represented as binary time series. Binary time series

extracted from occupancy sensors are usually sparse and contain many repeated

constant values. Figure 4.3 illustrates a sample of sensory data collected from

four motion sensors.

4.6 Data Collection

In this study, we rely on a data collection system which provides both sensa-

tion and transmission. The data acquired includes the occupancy of different

areas, environmental attributes, and interactions between an occupant and de-

vices. Sensory devices are responsible for data collection and a variety of sensors
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are readily available to perform this task. The following list gives the detail of

typical sensors [100]:

- Passive Infra-red Sensors (PIR) or motion detectors are sensitive to the

movements of living objects. PIR motion sensors respond to changes in

heat in the form of infra-red radiation. They are used to identify the move-

ment and then the movement pattern is interpreted as the occupancy. It is

important to place PIR sensors in locations where the most effective form of

movements is captured. They are normally used to monitor the occupancy

of different areas.

- Door/Window entry point sensors are on/off switches which can detect the

open and close status of a door/window. Door entry point sensors are

relatively reliable as they clearly represent the movement activities.

- Switches contact sensors are same as door entry sensors but they are placed

on the fridge and lockers. They can detect the open and close status of

these sensors.

- Electricity power usage sensors are used to monitor the activity of electrical

devices by measuring their electrical current consumption.

- Bed/sofa pressure sensors are used to measure the presence in and usage of

these areas.

- Flood meter sensors are used to provide the states of the taps and flush

toilet. Two states are set indicating the cold and hot water taps and flush

toilet (when they are opened or closed). They also provide early warning

of overflows and leaks.

Only the occupancy sensors including motion and door entry sensors are used to

monitor the movement activities of an inhabitant. Data analysis presented in this

thesis is based on two real and simulated environments. For real environments,

different case studies are presented. Data were collected from either an exiting

developed wireless data collection system [6] or using JustChecking system1 [99].

1JustChecking: Supporting independence people with dementia,
http://www.justchecking.co.uk
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Details of both real and simulated environments are presented in the following

sections.

4.6.1 Real Environments

Three case studies are used to validate the results presented in this thesis. In

these case studies, each occupant is living alone in different real environments

where their movement activities are different from one to another. More detailed

description of these case studies are presented below.

4.6.1.1 Case Study I

In this case study, the real data is collected from an environment monitored by

JustChecking Ltd monitoring system [99]. The environment is equipped with

different sensors with a controller which receives data from the sensors and up-

loads it to a web-server via an integral mobile phone unit. These are front and

back door sensors and lounge, kitchen, bedroom, bathroom and upstairs motion

sensors. The collected data from the occupancy sensors were recorded with a res-

olution of one second to monitor the daily behaviour of the occupant. It should

be noted that collected data is based on a single occupant house. Logged data

is time stamped and includes sensor ID and a sensor name (type). A sample of

raw data collected from this intelligent environment is illustrated in Table 4.1.

A software program is used to read the binary data from the actual occupancy

sensors and transform them into a time series format. The data is collected for a

duration of over one year.

4.6.1.2 Case Study II

The data for this case study is collected from another real environment equipped

with JustChecking monitoring system [99], for another elderly occupant. The

layout of the smart home environment is shown in Figure 4.4. For this environ-

ment, two door entry sensors including front door and back door as well as four

motion sensors including kitchen, lounge, upstairs, and bathroom are used. The

elderly person was first prescribed some medication, and her health status got

worse. Consequently, she was roaming around during the early hours of the day,

59



4. Environment and Data Collection

Figure 4.4: Layout of the house and location of sensors of case study II.

and her behaviour was considered as abnormal. Then her first medication was

replaced by new medication and the patient’s health got better. In this research,

the data collected from this environment are split into two separate groups. One

group represents the data when the health of the elderly got worse and the other

group for the data when the health of the elderly got better.

Table 4.1: A sample of raw data collected from the environment of case study I.

Time Stamp Sensor ID Type

21/02/2007 01:15 5 Bedroom
21/02/2007 01:18 5 Bedroom
21/02/2007 01:18 7 Lounge
21/02/2007 01:19 7 Lounge
21/02/2007 01:19 8 Kitchen
21/02/2007 01:19 1 Front Door - open
21/02/2007 01:20 2 Front Door - close
21/02/2007 01:20 8 Kitchen
21/02/2007 01:21 8 Kitchen
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4.6.1.3 Case Study III

The data for this real environment is collected from an elderly occupant living in

her apartment based on a system developed by [6]. The apartment is located in a

council complex in Nottingham in the United Kingdom. The elderly person uses

a walker support to help her to move around her apartment where most of her

ADLs are carried out. The layout of the apartment of this elderly person with

some pictures is shown in Figure 4.5. Four motions sensors covering the lounge,

kitchen, bedroom and corridor are used. Additionally, two door entry sensors

were used to monitor the bathroom and the main entrance doors. A sample of

raw data collected from this environment is illustrated in Table 4.2.

A data acquisition system is installed in the apartment to monitor the occu-

pancy. A wireless receiver agent is used and put in a safe place in her flat. In

addition, there are a laptop computer and monitoring portal which constitute a

base station for the system. Thus, the collected data by the wireless sensor were

transmitted to the base station and logged in a database file using the monitoring

portal on the base station. The data is collected for a couple of weeks to monitor

the ADLs of the elderly person where holidays and weekends are not included.

Table 4.2: A sample of raw data collected from the environment of case study
III.

Time Stamp Sensor ID:Value Type

13/05/2008 15:06:13 11:0 Corridor - OFF
13/05/2008 15:06:21 21:160 Main door - Open
13/05/2008 15:08:40 21:0 Main door - Close
13/05/2008 15:08:44 11:160 Corridor - ON
13/05/2008 15:08:46 21:160 Main door - Open
13/05/2008 15:08:46 11:0 Corridor - OFF
13/05/2008 15:08:48 14:255 Lounge - ON
13/05/2008 15:08:49 14:0 Lounge - OFF
13/05/2008 15:08:52 14:255 Lounge - ON
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Figure 4.5: Layout of the apartment with some pictures for case study III [6].

4.6.2 Simulated Environment

The environment in the real world is equipped with a large number of intel-

ligent tools such as sensors, actuators and computing components. For many

researchers, working with the real environment is rather difficult because the

tools in real environment are expensive and collecting data from sensors is one

of the main steps in self-adaptive applications. In addition, researchers require

large data samples in order to choose and justify better techniques for prediction

purposes in intelligent environment. Thus, it would be better to simulate the real

environment and generate data without hardware costs [21,165].

The data generated from this environment was proposed in [5] in which the

simulator imitates an occupant’s behaviour inside a single living environment by

generating an occupancy signal with a resolution of one minute. There are four

simulated sensors. The four sensors are: lounge, kitchen, bedroom and corridor

sensors. A number of uncertainty factors were used in simulating the movement

patterns. It is identified that the simulator developed in [5] does not include some

input aspects of an elderly person. Therefore, the original simulator was modified

to incorporate trends for different behaviours.

In the next section, the process of adding a trend to the simulator is explained

in detail.
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4.6.2.1 Modelling Trends within the Simulator

Generally, the analysis of trends is significant for public health observation to

identify the health status for a person i.e. if it improves or worsens over a period

of time. In addition, it is important for government planning to estimate the

future cases in need of health and other services. Trend analysis has been used

for a wide range of applications such as forecasting, program evaluation, policy

analysis etc. [149].

The simulator developed by Akhlaghinia et al in [5] was modified to include

a linear trend on the final signal which emulates the actual data generated from

real environments. In the original simulator, the occupancy in a single occupant

environment is modelled by using statistical techniques. This model simulates

the pattern of occupancy for a single occupant and generates an occupancy sig-

nal which is ultimately formulated into a time series. A single occupancy scenario

was created to model both the occupant and the environment including the move-

ments and duration uncertainties. However, this system still has to find a way to

model the long-term patterns and trends of the occupant activities. Generally,

finding the long-term patterns and trends in physical activities is necessary to

estimate the progress or deterioration in these activities and also to identify any

abnormality within these activities for a medical assistant or caregiver [56].

To model trends within the simulated environment, the simulator needed mod-

ification to overcome this limitation. In this case, a linear function was applied

on the actual mean duration time to add a long term trend to the final signal.

Using the normal distribution of the duration,

(µ− σ) ≤ µ ≤ (µ+ σ) (4.1)

is considered to be a normal duration time i.e. no trends (constant) where µ

is the expected spent mean time in area and σ is the uncertainty parameters

representing the behaviour of the occupant. Then, based on the µ a new mean

expected duration time µ̄ is calculated. For example, for increasing and decreasing

trend, the following expression is used:

µ̄ = µ+ α ∗ t (4.2)
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Figure 4.6: A sample of two days of occupancy signal simulation for a four-area
environment with no uncertainties in the behaviour of the occupant.

where α is the trend factor or the rate of increasing or decreasing and t is the

time. It can be inferred from the above expression that if the slope i.e. α is

positive for an area i.e. µ̄ > µ then the mean time spent by the inhabitant in

that area is increasing. On the other hand, the negative slope can result in a

decrease in the mean time spent by the inhabitant in that area i.e. µ̄ < µ. The

rate of these deteriorations is determined by the amplitude of the slope. In real

situation, motion detection sensors can detect these changes. For example, if the

monitored occupant is a student and spends more time in a room for studying

while approaching the end of university term, this can be detected by a motion

detection sensor.

A new profile is added to the original simulator to model trends in the simu-

lated environment, which includes the following parameters:

- Signal type- stable, increasing, decreasing, cyclic and chaotic.

- Trend Factor- slopes amounts for increasing and decreasing trend.

Based on the behavioural modelling presented earlier, an occupancy simulated

signal is generated. The simulator generates an occupancy signal for a single

occupant in the environment. First of all, a number of parameters should be

set to generate a simulated signal. These parameters are: expected occupancy

64



4. Environment and Data Collection

(a) Without uncertainty

(b) With 5% uncertainty

Figure 4.7: An occupant behaviour of an increasing trend in frequency of data
(a) without uncertainty, (b) with 5% uncertainty.

pattern with its mean times, the uncertainty of the occupant’s profile, the mean

unexpected duration time and signal type together with trend factor.

A sample of two days of the occupancy signal simulation for a four-area envi-

ronment is shown in Figure 4.6. The environment has bedroom, corridor, lounge

and kitchen areas. The simulator generates an increasing trend of slope of 0.4

for occupancy behaviour of area 1. It is rather difficult to show the trend using

occupancy graph. In this research, a start-time and duration approach which is

later explained in Section 5.2.3 to visualize the occupancy sensors in an IIE [51].

To show the effect of uncertainty in the behaviour of the occupant in modelling

the trends, a daily average sleeping time for a period of one year is shown in

Figure 4.7. The occupancy signal depicted in Figure 4.7-a shows the occupant’s
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behaviour without uncertainty, while the occupancy signal of Figure 4.7-b shows

the occupancy signal with 5% uncertainty in his/her behaviour. For instance, an

increasing trend in the behaviour is created over time can be seen in Figure 4.7-a.

This is a typical of real cases, since there are several reasons that may cause

increasing the amount of time the occupant is sleeping such as depression [74]. It

can be inffered from the other graph with 5%, if the uncertainty is significantly

increased, it can be difficult to identify the trend in the signal even though the

duration time is changed in non linear manner over time. It is apparent that

increasing the uncertainties significantly in the behaviour of the occupant results

in randomness in the generated data.

4.6.2.2 Validation of the Simulator

Statistical methods such as temporal autocorrelation plots [130] are used to test

and validate the effect of different types of trend in the occupancy signal gener-

ated by the modified simulator. The correlation between time-shifted values of a

time series is called temporal autocorrelation. In other words, temporal autocor-

relation means that there is a strong dependence between the values at a specific

time and its past signal values. In this thesis, a temporal autocorrelation plot

is used to show the autocorrelation values of the time series generated from the

simulated signal.

Normally, an autocorrelation plot is used to look at randomness in a data set

at varying time lags. The autocorrelation for a random data set is near zero for

any or all time lags, while for non random data, one or more of the autocorrelation

will be non zero [58,130]. Figure 4.8 shows the autocorrelation plots of the daily

data set generated from the simulator for all types of trends. The simulated

data is generated for a period of one year. For increasing and decreasing trends,

there is a high dependence between the simulated data. Figure 4.8-a and -b

show a strong autocorrelation within the data. In these two graphs, at lag 1 the

autocorrelation is high and gradually it is decreased until it becomes negative.

Then it starts increasing but in the negative autocorrelation. This is obvious in

the occupancy sensors since the occupant may stay at a particular area in the

home for an amount of time less or more other areas.
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(a) Increasing trends (b) Decreasing trends

(c) Cyclic trends (d) Stable trends

Figure 4.8: Auto correlation plots: (a) increasing trends, (b) decreasing trends,
(c) cyclic trends, (d) stable trends.

For cyclic trends, the plot shows autocorrelation with a high increasing and

decreasing peak in the graph (see Figure 4.8-c) since the correlation between

cyclic values is high and as it is move away from the cycle it declines [58]. For

no trends or constant signal, the autocorrelation of zero or near zero at any lag

means that the data is constant or it is random (see Figure 4.8-d). Otherwise,

the simulated signal is considered to be as chaotic.

To show the ability of the simulator in modelling the trend in the behaviour

of the occupant, the data generated from the simulator is compared against

the actual data collected from real environment monitored (described in Section

4.6.1.2). Figure 4.9 shows the daily behaviour pattern of an occupancy sensor

for a period of one year. The increasing trend can be seen in the real data rep-

resenting the similarity of the generated signal and the occupancy signal in real

situation.

67



4. Environment and Data Collection

Figure 4.9: An increasing trend in the occupant behaviour generated from a case
study for a period of one year.

4.7 Discussions

In this chapter, environment and data collection system employed for our research

are discussed. Presented technologies are primarily employed for elderly activities

monitoring to help them live independently in their own homes. The difficulties

involved in processing the high dimensions of the data collected from low sensor

data are also explained.

Real and simulated environments are described in this chapter. Three case

studies are created from three different real environments. In addition, for the

simulated environment, a simulator is extended to include a linear trend on the

output signal which emulates the actual data generated from real environments.

The trend of the simulated signal includes an increasing, decreasing, cyclic or

chaotic component or is constant (no trend). To discover different patterns (such

as increasing or decreasing) and predict future values, predictive models are used

using the simulated and real data.

In Chapter 6 and 7, the collected data is used to build a system for automatic

health monitoring of elderly people. In particular, they will be used to investigate

the data collected from sensor networks.
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Chapter 5

Sensor Data Representation and

Visualisation

5.1 Introduction

Data collected from an environment representing the ADLs of an individual con-

tain a large volume of complex sensory data. The challenge is to understand

human behaviour from these low level sensory data. This could be achieved us-

ing common-sense knowledge or using computational intelligence integrated with

sensory data. An individual user model can be learned from the sensory data

which eventually represents the behavioural model of the user.

Before any data processing, it is essential to represent the data in an appro-

priate and useful format for behavioural pattern identification and prediction.

Also, this process will help to visualize the collected data more effectively. An

efficient data interpreting and visualization would help in identification of the

daily activities patterns within the sensor data. In this chapter, different data

representation and visualization techniques are investigated. Without any loss of

generality, the discussion presented in this chapter concentrates on the usage of

motion sensors and door entry sensors only.

The layout of this chapter is organized as follows: in Section 5.2, sensor data

representation approaches such as start-time and duration, start-time and stop-

time are explained. Then, in Section 5.3, sensor data visualization techniques are
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Figure 5.1: Sample occupancy chart for 10 days of data for four different sensors
data generated from the simulated environment.

discussed. The conclusions are provided in Section 5.4.

5.2 Sensor Data Representation

The main challenge in an AmI is to find a flexible and useful representation of the

large volume of data sets generated from sensors. Many important tasks can be

performed with the represented data just as one would do with the original data.

These tasks are: clustering, classification, visualization, prediction, identifying

patterns and anomalies. The raw sensory data is often difficult to understand.

This becomes even more complicated when sensory data from multiple sensors

are gathered. Due to the fact that only one occupant is present in the monitored

environment, there is no parallel activity in different areas to be detected. Similar

patterns can be obtained for a home with multiple occupants. This is achieved

by using RFID or other tagging devices to tag different users in the environment.

A detailed analysis is reported in [9].

To identify the frequent and abnormal behavioural patterns of a user, we need

to collect sufficient data of daily activities to be able to establish the correlation

between different events and activities. Furthermore, a trend analysis of the infor-

mation could be obtained if sufficient data are available. It should be noted that
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sensor data are collected approximately every second and when this frequency

of data collection are repeated for multiple sensors, we would be facing the diffi-

cult challenge of interpretation of large amounts of sensor data. To illustrate the

complexity of the sensor data, Figure 5.1 shows the occupancy signals from four

PIR sensors over a sample of ten day period. It is rather difficult to interpret the

data represented in this format.

As stated in Section 2.3, different methods in the literature are used to rep-

resent and interpret the ADLs of an occupant living in an IIE. In this chapter,

the following methods are proposed and investigated to deal with the binary time

series collected from occupancy sensors in an IIE:

- High to Low Frequency

- Start-time and Duration

- Start-time and Stop-time

These methods are proven to be useful to summarise the data [51]. Also, they

are tested with multiple binary sensors (occupancy sensors, door entry sensors,

etc.). Normally, the data extracted from those sensors are usually sparse and

contain many repeated constant values. The above methods are expanded in the

following sections.

5.2.1 High to Low Frequency

This method converts the higher frequency recorded data into lower-frequency

observed time periods e.g. data recorded in seconds converted into hours; daily

data into monthly data. Under these conditions, the actual time series data

are accumulated over time to form a new, less frequent time series, whereby the

collected data is highly reduced, thus helping with visualization. The method for

accumulating the transactions within each time period is based on a particular

choice of statistics. For example, the sum, mean, median, minimum, maximum,

standard deviation, and other statistics can be used to aggregate the transactions

within a specific time period. Figure 5.2-a to Figure 5.2-d show the plots of

a sample of two days for the four sensors data generated from the simulated
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(a) Bedroom (b) Corridor

(c) Lounge (d) Kitchen

Figure 5.2: Plots of 2 days of the sample data for the four sensors data generated
from the simulated environment using high to low frequency.

environment using high to low frequency. In these figures, summation is used

to convert the sensory data from higher frequency (seconds) to lower (minutes)

frequency. This technique does not change the fact that the series is still in a

sparse format.

5.2.2 Start-time and Stop-time

Start-time and stop-time method is a conversion of the series where the binary

time sequence is represented as a compressed time-sampled sequence of starting

time and stopping time for each activity. This form of data representation will be

used as pre-process data before any modelling or prediction. This form of repre-

sentation is formally defined in the remaining part of this section. Consider a bi-

nary series, s(t), representing the occupancy in a specific area for t = 1, 2, . . . , N ,

where s(t) ∈ [0, 1]. This signal has two states of ‘on’ and ‘off’ representing the

presence and absence from a specific area.

s(t) = (1, . . . , 1, 0, . . . , 0, 1, 1, . . .) (5.1)
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Figure 5.3: Start-time and stop-time conversion of a binary time series extracted
from a motion sensor data generated from the simulated environment.

To have a more efficient form of presentation for the binary series, it is recom-

mended to convert s(t) to a start-time and stop-time signal, x(t), as stated below:

x(t) = (ts1 , te1 , ts2 , te2 , . . . , tsi , tei , . . . tsn , ten) (5.2)

where tsi and tei are the start-time and stop-time of any event which has resulted

in a value of 1 in s(t). The new series x(t) in terms of the start-time and stop-

time has fewer values comparing with the long sequences in s(t). Figure 5.3

shows an example of using the start-time and stop-time conversion of a binary

time series extracted from an occupancy sensor. This particular conversion shows

an accurate and more flexible representation of binary series.

5.2.3 Start-time and Duration

In this method, the binary time series is represented by calculating the start-time

and the duration of an event. This form of binary data representation is less

frequently used in the field of binary time series. We found that this form of data

representation is more suitable for the binary data collected from IIEs [51]. For

example, we use the start-time that the person enters a room and duration that

he/she stays in a specific location [51].

Start-time and duration method is used when a binary signal is converted

into two separate sequences of real numbers representing the start-time and du-

ration of each activity respectively. It should be noted that there is a dependency

between these two sequences. Considering the binary series represented in Ex-
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pression 5.1, start-time series, y(t), and duration series, d(t), are represented

respectively as:

y(t) = (ts1 , ts2 , . . . , tsi , . . . tsn) (5.3)

d(t) = (te1 − ts1 , te2 − ts2 , . . . , ten − tsn) (5.4)

This form of representation will make sure that the time dependency and corre-

lation within each component of the series is not lost.

Table 5.1 demonstrate a sample of observations representing the time that the

patient spent in the bedroom at each day for a duration of three days. From this

sample data, a sleeping pattern is easily identifiable. The graphical representa-

tion of these attributes shows significant information about the daily movement

behaviour of the occupant.

The start-time and stop-time form of conversion has proved to be effective for

modelling and prediction, while the start-time and duration form of conversion

has proved to be more suitable for binary signal visualisation. The start-time

and stop-time series, x(t) is normalised to a range between 0 and 1 or −1 and 1

before it is applied to any network for modelling and prediction. The normalised

signal x(t) will be used to represent the occupancy behaviour in an area.

5.3 Sensor Data Visualisation

Data visualisation has the potential to help in understanding and recognising

large volumes of data and also detect patterns and anomalies that are not obvious

Table 5.1: Start-time and duration of a sample of bedroom sensor.

Start-time (hours) Duration (hours)

13:01 2:20
23:23 10:20
14:06 2:30
23:15 8:15
13:45 2:05
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using non-graphical forms of representation. Good data visualisation eases the

examination of large volumes of data, and allows deduction to be made from the

relationships within the data [124]. In the next section, the techniques which are

used to visualize the occupancy sensors data are presented.

5.3.1 Start-time and Duration

As stated in Section 5.2.3, start-time and duration form of binary sequence con-

version helps with the visualisation of the binary series extracted from occupancy

sensors. It is rather difficult to track the movements of the occupancy using large

binary series. For example, consider Figure 5.1 and Figure 5.4 which show the

plots of a sample data set of four sensors generated from the simulated envi-

ronment for a single occupant. The behaviour of the occupant is more easily

interpreted in Figure 5.4 than Figure 5.1. For instance, in Figure 5.4-a, the bed-

room sensor plot shows that the occupant always goes to bed at midnight for

around 7-10 hours, and he/she usually spends about a two hours period of time

in nap sleeping. It is almost impossible to achieve this level of understanding

from the raw sensory data represented in Figure 5.1. The bedroom motion sensor

shown in Figure 5.4-a represents the projection of the sensory data collected over

a long period of time into a 2D graph, collapsing out the axis referring to the

individual days. In Figure 5.5 the same activity is illustrated in a 3D graph where

start-time and duration of each activity for one year period, with the individual

days shown.

Figures 5.6-a and -b show a sample of one month of the real life environment

for front and back door sensors data of the environment of case study I. It is

rather difficult to follow the daily movement activities from these figures. In

contrast, Figure 5.7 clearly shows the activities for a period of over a year. This

is most evident in this figure, when the front and back door are opened for rather

short time duration and on very rare occasions these doors are left open for long

periods. The latter distinctive discrepancy shows that an anomalous behaviour

has occurred. We intend to use the start-time and duration form of representation

in the rest of this research.

To find the trend within the data and to smooth a time series, a moving
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(a) Bedroom (b) Corridor

(c) Lounge (d) Kitchen

Figure 5.4: Plots of 365 days of the sample data for the four sensors data generated
from the simulated environment.

Figure 5.5: Start-time, duration and time of bedroom sensor data generated from
the simulated environment for one year sample occupancy chart.

average can be used. Moving average can also be used as a simple prediction

method. It is a time series built by computing averages of another set of time
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(a) Front door

(b) Back door

Figure 5.6: Plots of the real data set for door entry sensors in case study I over
one month period.

series values [82]. Since the collected data is in a binary time series format, it is

quite difficult to highlight the trend. The start-time and duration representation

method can identify time series patterns of variable size and gives an effective

and efficient representation of the binary time series. For example, Figure 5.8

shows the moving average of the data collected from the same case study over

one year (see Figure 5.7) using start-time and duration format.

5.3.2 Principal Component Analysis

Principal component analysis is a statistical tool commonly used to reduce the

dimensionality of a data set consisting a large number of interrelated variables,

while preserving the variation within the data set [97]. PCA is also a technique

which helps in producing a better visualization of the data since it transforms

the data in a way that shows the maximum variability within the data [125,135].

More details on PCA are explained in Section 6.5.1.

From PCA analysis principal components (PCs), are identified for the binary

data collected in case study I for a period of one year. Figure 5.9-a to Figure

5.9-d show the scatter plots for the first and the second PCs of the binary data

collected from the environment for back door, front door, lounge motion and

kitchen motion sensors respectively. In these figures, the text numbers are the
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(a) Back door (b) Front door

(c) Lounge (d) Kitchen

Figure 5.7: Plots of the real data set for all sensors for a sample of 14 months
period.

days that activities are carried out.

5.3.3 Data Visualization using Images

Images were also used to visualize the daily behaviour activities of an occupant.

Gray scale colour was used, where the white colour represents the sensor value of

1 and black color represents the sensor value 0. The graphical representation of

the lounge motion sensor collected from the case study II for an elderly patient

is shown in Figure 5.10 and Figure 5.11. The differences in the behavioural

patterns between the two groups i.e. before and after taking the new medications

are clearly shown. Figure 5.10 show the lounge sensor data for five days before

taking the new medicine and Figure 5.11 show the three days after.
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(a) Back door (b) Front door

(c) Lounge (d) Kitchen

Figure 5.8: Plots of the moving average of the real data set for all sensors for a
sample 14 months period.

5.4 Discussions

In this chapter, some approaches were used to deal with binary sequences such

as converting the binary time series values into integer values. An interesting

aspect of the proposed approaches is that the data are compressed and still pre-

serve the important features of data. For example in Figure 5.7-a, the original

length of data is in order of millions. By visualization these data using start-time

and duration, the length of the data becomes only about three thousands. The

presented results show that the start-time and duration is the most effective way

of representing a large sensor data set. This will also help with the classification

of the activities to identify the abnormal behaviour.

In Chapter 7, start-time and stop-time will be used as data pre-processing
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(a) Back door (b) Front door

(c) Lounge (d) Kitchen

Figure 5.9: Scattered plot for the 1st and 2nd principal components of the data
used in case study I.

before any modelling or prediction. Start-time and duration will be used to

visualize the results of abnormality identification and pattern prediction.

80



5. Sensor Data Representation and Visualisation

(a) (b)

(c) (d)

(e)

Figure 5.10: Samples of lounge motion sensor data of the environment of case
study II for five days which belong to the first group.
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(a)

(b)

(c)

Figure 5.11: Samples of lounge motion sensor data of the environment of case
study II for three days which belong to the second group.
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Chapter 6

Abnormal Behaviour Pattern

Identification

6.1 Introduction

In intelligent environments, it is vital to develop a good understanding of the

normal behaviour and distinguish any abnormalities and possible trend in the

behavioural changes. The anomaly detection system should apply the limited

experience of environmental event history to the rapid changing environment

and taking into consideration the temporal relationships between the events. For

instance, in a smart home if the refrigerator door is not opened by the occupant

during the day as he/she does it normally, then this behaviour is considered as

abnormal and an alarm should be sent to the carer. Also, if the occupant turn on

the bathroom tap and does not turn it off before going to sleep, then the carer

should be informed. If possible, the smart home controller should interfere and

turn the tap off [91].

This chapter aims to examine the application of different techniques to identify

the abnormality within the behavioural patterns of an occupant in a smart home.

In particular, clustering methods, binary similarity and distance measures are

used. In addition, an outlier and anomalies detection system is proposed which

is an integration of principal component analysis and fuzzy rule-based system.

These methods are implemented on data collected from the simulated and real
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environments as described in Chapter 4 to identify users activities outliers and

anomalies.

The rest of the chapter is structured as follows: an overview of anomaly

detection behaviour is presented in Section 6.2 followed by an anomaly detection

using clustering techniques in Section 6.3. In Section 6.4, the binary similarity and

dissimilarity measures are presented to find the degree of resemblance between

two binary vectors representing different behaviours. In Section 6.5, an outlier

detection system based on PCA and FRBS is explained and the simulation results

are also demonstrated. Finally, conclusions are drawn in Section 6.6.

6.2 Anomaly Behaviour Detection

The problem of detecting anomalous/surprising/novel patterns has increasingly

attracted attention. Anomaly detection is the identification of previously un-

known patterns. The problem is particularly difficult because what constitutes

an anomaly can greatly differ depending on the task at hand. In a general sense,

an anomalous behaviour is one that turns away from normal behaviour [112].

By monitoring the sensor data, important information regarding any irregular

(or anomalies) behaviour will be identified. Anomalies are those odd patterns of

data which do not match the normal behaviour. Anomalies can be recognised

using different anomaly detection techniques. In many real life applications, these

kinds of patterns are also called outliers, discordant observations, exceptions,

surprises or peculiarities. Amongst all mentioned terminology, anomalies and

outliers are the most frequently used terms within the context of human behaviour

detection.

Figure 6.1 shows anomalies within two dimensional data sets representing the

sleeping pattern (from bed pressure sensor) of an occupant. Collected data are

represented in start-time and stop-time activities format. Most values of the

data are in two regions N1 and N2 representing night time sleeping and afternoon

nap sleeping respectively. These regions are considered as normal. However, the

points in region O1 and points O2 and O3 are considered to be anomalies because

these points are at different time of the day and different from the normal pattern

in the regions N1 and N2 [29].
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Figure 6.1: Anomalies in a simple 2-dimensional data set.

Outliers and abnormal behaviour identification can help:

- To standardize the datasets collected from sensors,

- To give feedback to the detection techniques,

- To differentiate between the standard data and raw sensor data,

- To raise an alarm and prompt system performance progress,

- To assess the human lifestyles and improve suggestions [91].

In the following sections, user activities anomalies and outliers detection system

are investigated.

6.3 Anomaly Detection using Clustering Tech-

niques

In this section, anomaly detection techniques are applied using clustering tech-

niques [111, 112]. Clustering techniques provides a better understanding of data

sets. Examples of such techniques are: Self-Organising Maps, K-means cluster-

ing, and Fuzzy C-means (FCM) to cluster training data and then use the clusters

to classify testing data. Clustering is an important process for condensing and
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summarising information because it can provide an overview of the stored data.

To identify the abnormalities within the sensory data using clustering techniques,

the following three categories are identified:

1. The data that reflect the regular or normal data are grouped in clusters,

while the data that do not fit in any clusters are treated as anomalies. In

this case, any clustering technique can be used and any data that do not

find in any cluster are considered to be anomalies.

2. The data that are near their cluster centroid are considered as normal data,

while the data that are located far away from their cluster centroid are

treated as anomalies. In this case, the data are first clustered and then the

anomaly score, which is the distance to its closed cluster, is calculated.

3. The data found in large clusters are considered as normal data, while the

small or sparse clusters contain the anomalies. In this case, depending on

a threshold value, anomalies can be detected. If the size of any cluster is

below this value then the stored data is considered to be anomalous [29,111].

Based on the above categories, the results from using the clustering techniques

are demonstrated in the next section.

6.3.1 Results using Clustering Techniques

In this study, start-time and duration data representation is first computed on the

binary sensor data. Then, FCM clustering technique is used to divide the data

into clusters. The clusters represent the behavioural patterns of the occupant at

specific times during a day. Since the patterns represent the movements of the

occupant inside the property, there is always one significant activity happening

at any time. No matter how many activities happened in that room, at the end

only the range of start time and duration that the occupant has spent in a specific

room is considered.

An important advantage of clustering technique is that any changes of be-

havioural patterns (anomalies) from the normal amount of time a person spends

in a room can be easily detected. If the daily routine activities are clustered
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(a) Bedroom (b) Corridor

(c) Lounge (d) Kitchen

Figure 6.2: Clusters of activities of the simulated data for one year for the four
sensors in the simulated environment.

together, then odd activities are then be identified as anomalous behaviour. For

example, Figure 6.2 shows the plots of clustering the sensor data for the corre-

sponding Figure 5.4 of the simulated data for a period of one year. In Figure

6.2-a and Figure 6.2-b there are some instances of data that do not belong to any

cluster (see the first category above), so these data are considered as abnormal

data.

Figure 6.3 shows the clusters for the sensor data set collected from the case

study I. A large data sets in a cluster indicates that some similar movement data

appear frequently. In contrast, a small data sets in a cluster indicates anomalous

behaviour. It is shown that large volume of data can be easily represented,

visualised and identified by using clustering techniques.

The number of clusters could vary from one algorithm to another. For exam-

ple, unlike SOM algorithm, the number of clusters in FCM need to be known in

advance. In our experiments the maximum number of clusters was set for super-

vised algorithms depending on the duration times that the occupant spent in a
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(a) Clustered front door sensor (b) Clustered back door sensor

Figure 6.3: Plots of clustering of the real data set of case study I for only door
sensors for a 14 month period.

particular area. In FCM clustering, objects on the boundaries between several

clusters do not belong to a specific cluster. They belong to more than one cluster

with a certain degree of belonging.

6.4 Anomaly Detection using Binary Similarity

and Distance Measures

Binary similarity and dissimilarity (or distance) measures are also used to identify

the behavioural patterns for inhabitants in smart homes. The idea behind using

such measures is to show to which extent two patterns are similar or not [116].

Similarity measures are defined to measure the degree of resemblance; while dis-

similarity measures or distance measures are defined to measure the degree of

differences/distance.

Formally, let A = [Ai] and B = [Bi] be two binary feature vectors of the

same length, i.e. Ai and Bi ∈ [0, 1]. To compare these two vectors, similarity

and distance measures are used. Many binary similarity and distance measures

are investigated [27, 53, 62]. Table 6.1 list the five most commonly used binary

measures which are used to find the similarity between two binary sequences. The

measures excluded the negative matches considering only positive matches and

mismatched bits in order to increase their accuracy. In this table, Sim represents

the similarity. The term Sim11 denotes the positive matches (when both vectors
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have a value of 1) while the term Sim00 denotes the negative matches (both

vectors have a value of 0). Sim01 and Sim10 denote the mismatching bits: Sim01

means the first vector has a value of 0 while the second one denotes a value of 1

and Sim10 where the first vector has a value of 1 and the second denotes a value

of 0 [152].

For each similarity measures defined in Table 6.1, the associated dissimilarity

measure is calculated by:

Dis(A,B) = 1− Sim(A,B) (6.1)

where Dis denotes the distance. The range returned from these measures vary

and to make it comparable, all measures are normalised into the range [0, 1].

Similarity and dissimilarity measures have been used in various areas such as in-

formation retrieval, image retrieval, chemistry, ecology, psychology, and biological

taxonomy, etc. [27,31,148].

There are two major distance measures used to find the dissimilarity between

two binary vectors. These are:

- The Classical Hamming Distance: The classic Hamming distance can be

defined as the number of mismatching bits between two binary vectors of

Table 6.1: Binary vectors similarity measures.

Measure Sim(A,B) Range

Jaccard-Needham Sim11

(Sim11+Sim10+Sim01)
[0,1]

Dice Sim11

Sim11+
1
2
(Sim10+Sim01)

[0,1
2
]

Roger Tanmoto Sim11

Sim11+2.(Sim10+Sim01)
[0,2]

Kulzinsky Sim11

(Sim10+Sim01
) [0,∞]

Anderberg Sim11

(Sim11+2(Sim01+Sim10))
[0,1]
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Figure 6.4: Samples of three binary sequences.

the same length. Formally, it can be written as:

Dis(A,B) = Sim01 + Sim10 (6.2)

The drawback of classic Hamming distance is that it does not consider the

neighbouring bits (the close bits) [20].

- The Fuzzy Hamming Distance: Unlike classic Hamming distance, the fuzzy

Hamming distance [108] gives more credit to the neighbouring bits within

the binary vector. Besides the number of mismatching bits, fuzzy Hamming

distance also measures how far apart the mismatches occur. To compute

the edit-distance, a cost function is associated and included three operations

[17,108]. They are:

- An insertion: ins(i) changes Ai from 0 to 1;

- A deletion: del(i) changes Ai from 1 to 0;

- A shift: sh(i, j) changes Ai from 1 to 0 and Ai from 0 to 1

where Ai is the ith element of A.

To illustrate the difference between these Hamming distance and fuzzy Hamming

distance measures, consider the three binary sequences which is shown in Figure

90



6. Abnormal Behaviour Pattern Identification

Figure 6.5: A sample of two days of the back door entry point collected from the
environment in case study I.

6.4. These sequences can be written as follows:

A : 00000000000111111111111111111111111111111100000000000000000

B : 00000000000111111111111111111111111111100011100000000000000

C : 00000000000111111111111111111111111111100000111000000000000

The classical Hamming distance between (A) and (B) has the same distance as

between (A) and (C) which is equal to 6. However, (B) is closer to (A) than (C).

Fuzzy Hamming distance can measure the distance in terms of closeness to its

neighbouring. The fuzzy Hamming distance between (A) and (B) is equal to 4

while the fuzzy Hamming distance between (A) and (C) is equal to 5.5. Hence,

(B) is closer than (C) to (A).

Distance measures can be used to find the regular behaviour patterns and

eventually any deviation from one day to another. If the result of the distance

Dis(A,B) is very small, the two binary vectors are similar. Otherwise, the vectors

are dissimilar. For example, consider Figure 6.5 where the back door sensor in

case study I is closed most of the time (bit state 0), and it is rarely opened

(bit state 1). In this case, it is necessary to choose the index that take into

consideration the mismatching bits only and ignores the negative matches (i.e. 0

bits).

Some results are presented in the next section where dissimilarity or distance

measures are applied to the data collected from the real and simulated environ-

ments. The results are demonstrated to show how these measures can be used to

find the unexpected patterns in an occupant′s behaviours.
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Figure 6.6: Activities of daily living generated from a bedroom motion sensor
data for the first 9 days.

6.4.1 Results using Distance Measures

To asses the binary distance or dissimilarity measures, experiments were con-

ducted on the occupancy sensor data collected from the simulated and real en-

vironments. In this section, using distance measures the degree of differences

between two binary vectors is found and eventually identifying the occupant be-

havioural pattern. It is important, to know how close or far the sequence of

activities in one day are with sequence of activities of another day of an occupant

behaviours. For example, Figure 6.6 illustrates the sequences of ADLs for an

occupant generated from the simulated data for nine days. Distance measure for

nine days and the new data (i.e. the 10th day) is computed. The dissimilarity

matrix (%) between the 10th day and all the previous nine days using Jaccard-

Needham is shown by the following matrix:
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D(10× 10) =



0 0 32 21 28 13 8 11 25 14

0 0 32 21 28 13 8 11 25 14

32 32 0 13 6 42 26 25 9 22

21 21 13 0 15 32 14 13 9 11

28 28 6 15 0 38 22 20 6 17

13 13 42 32 38 0 20 24 36 26

8 8 26 14 22 20 0 7 18 10

11 11 25 13 20 24 7 0 16 5

25 25 9 9 6 36 18 16 0 13

14 14 22 11 17 26 10 5 13 0


It can be observed that from above matrix, 10th day has no significant difference

from the 8th day while 10th day is quite different from the 6th day. In addition,

there is no difference at all between 1st day and 2nd day.

The results for the classical Hamming distance and fuzzy Hamming distance

measures are also compared. Experiments on the data collected from door sensors

gives almost the same distance for both classical Hamming distance and fuzzy

Hamming distance. For instance, the results of the distance measures for the

back door entry sensor ine case study I over ten days are shown in Figure 6.7.

No significant differences in the results of these measures are shown in this table.

Since doors are opened for a short period of time only and it may be reopened

again after a long period of time. The results are rather different for the motion

sensor data since these sensors are normally having significant changes, which

might happen at a close time due to any spontaneous movements. The experi-

mental results on such data shows that fuzzy Hamming distance has performed

better than the classical Hamming distance.

Fuzzy Hamming distance gives more credit to the closeness or neighbouring

bits in a binary sequence. Thus, this distance results in a lower distance value

than the classical Hamming distance. Table 6.2 provides the results of these two

measures on the kitchen sensor data collected from the environment of case study I

for a period of 20 days. It is apparent from this table that fuzzy Hamming distance

has lower distances than Hamming distance since fuzzy Hamming distance gives

more credit to the neighbouring bits within these data sets.
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Figure 6.7: Distance Measure for the back door sensor of the real environment of
case study I for ten days.

To show the difference two groups of data, another experiment was conducted.

A set of data from the motion sensor in case study II are used. To distinguish

between these two groups, as with previous experiments, five binary dissimilarity

measures were used. Figure 6.8 presents five binary dissimilarity measures on the

lounge occupancy sensor in case study II for a period of eight days. The figure

shows a significance difference between these two groups. The first five days show

the lowest degrees of similarity while the last three days have a highest similarity.

As stated in details of the case study II in Section 4.6.1.2, a new medicine was

Table 6.2: Distance Measures for the kitchen sensor data of case study I environ-
ment for a period of 20 days.

Day Classical Hamming Fuzzy Hamming
distance distance

1 1823 1260
2 1735 1240
3 1670 1221
. . .
. . .
. . .

17 387 355
18 286 276
19 146 143
20 0 0
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Figure 6.8: Dissimilarity measures for the lounge sensor of case study II for a
period of 8 days.

(a) Bedroom (b) Bathdoor

Figure 6.9: Hamming distance measure for the environment of case study III for
a period of 20 days.

used by the patient after the first five days. Following three days (day 6, 7 and

8) respectively, the behaviour of the user after new medicine was used.

Comparing the results of these dissimilarity measures with the actual data

for both groups, the differences in the behavioural patterns between these groups

are clearly obvious (see Figure 5.10 and Figure 5.11 where the lounge sensor data

for five days before taking the new medicine and three days after are shown).

Overall, the type of sensor data did not affect the results using these binary

dissimilarity measures. Also, the experiments based on real environments show

that user movements activities, who has some regular patterns within his/her

behaviour can be identified using binary dissimilarity measures.

It was also noticed that the anomalies or outliers in one binary sequence of
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sensor data are not necessarily outliers in another sequence of data for the same

case study environment. For example, consider the Figure 6.9-a and Figure 6.9-b

represent the Hamming distance measure for the bedroom and bathroom door

sensors in case study III for a period of 20 days. As shown in these two figures,

the extreme outlier in Figure 6.9-a is in day 19 while in Figure 6.9-b is in day 11.

From the above results, it can be concluded that as the number of days are

increased, it is quite difficult to make a decision on how far or how close the new

day is with all previous days. Therefore, any significant increase in the dimension

of the actual sensor data results in the corresponding increase in the distance

matrix which makes it difficult to compare the new data with all previous data.

In other words, the distance matrix will become a very high multi-dimensional

matrix.

In the next section, a system is proposed to deal with high multi-dimensional

data and identify a user activities outliers. The system is also able to distinguish

between the normal and abnormal behavioural patterns.

6.5 Anomaly Detection using PCA and FRBS

In this section, the proposed outliers or anomalies detection system is presented.

Due to the fact that the data are collected from low level (binary) sensors, which

consist of long series of multi-dimensional data, which is usually sparse and con-

tain many repeated values, the proposed system is based on a kind of data re-

duction to reduce the high dimensionality of the data.

Identifying outliers and abnormality in a high dimensional matrix is a com-

plex process compared with the low dimensional matrix. The outliers in multi-

dimensional data do not appear by using each individual dimension i.e. they are

not identified using a univariate approach (in this approach outliers are detected

when the standardised value of the data point is large). Therefore, it is better to

handle the outliers using a multivariate approach where outliers are detected con-

sidering all features of the multi-dimensional data. An approach which efficiently

reduces the high dimensionality of the data is required for better visualization

and ultimately identification of any outlier or abnormality.

There are many methods that can be employed for dimensionality reduction
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to analysis high dimensional data [39, 71]. These methods can be classified into

supervised and unsupervised. These are:

• Principal Component Analysis : PCA is an unsupervised approach

to understand the main features of data, reducing the dimensionality of

multi-dimensional data, finding the relationships between variables of the

data, and identifying the trends in the data [125,135]. PCA has been used

in many real-time processes monitoring for detecting changes in operating

points, sensor faults, process faults, and plant disturbance [114].

• Linear Discriminate Analysis (LDA) : Linear discriminate analysis

(LDA) is a supervised approach to discriminate and reduce the dimension-

ality of data. LDA accomplishes maximum class discrimination through

minimizing the within class distance and maximizing the between class dis-

tance at the same time [187].

• Discrete Wavelet Transform: Discrete Wavelet Transform (DWT) is an

unsupervised approach to transform data into another numerically different

vector where both vectors are of the same length. By keeping only a small

fraction of the important wavelet coefficient, a compressed approximation

of data can be kept. DWT is similar to the Discrete Fourier Transform

(DFT) , a signal processing approach that converts real-time signals into

its components sines and cosines. However, the data compression using

DWT is better than DFT since DWT gives an accurate approximation of

the original data and needs less space than the [71].

In the first stage of our proposed detection system, PCA is used to find the

Principal Components (PCs), and ultimately two error indices that are used to

detect changes or outliers within data. Unlike most machine learning and data

mining techniques, PCA efficiently reduces the high multi-dimensional data by

transforming the data into a new lower dimensional representation.

PCA is able to extract useful features from data set and the variables of the

data set and helping in produce a better visualization of the data. It does this

by transforming the data in a way that shows the maximum variability within

the data. Comparing PCA with other data reduction techniques such as DWT
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etc., PCA can better process sparse data and is computationally inexpensive

[3,71,125,135]. Also, the mathematical foundation of PCA is quite uncomplicated

compared with LDA and DWT approaches. PCA is a more appropriate and

popular approach than LDA when the data is unlabelled [39].

On the other hand, PCA is a linear transformation approach. Also, the in-

terpretation of its PCs can be difficult which is not acceptable by the domain

researchers [39]. To overcome this difficulty, FRBS is used in the proposed sys-

tem to summarize data and help in classifying outliers and their severity.

In this thesis, an outlier or anomalies detection system is based on a two-

stage where the first stage includes a dimensionality reduction of data in which

PCA is used. The second stage includes an outlier or abnormality identification

using fuzzy rule-based system. The architecture of the proposed outlier detection

system is depicted in Figure 6.10. Components of the proposed system to identify

the outlier are listed below:

- Collect the sensor data from the environment (described in the previous

chapter).

- Calculate the distance matrices for the collected data using distance mea-

sure (described in the previous section).

- Conduct the PCA for the distance matrices. The output from the PCA are

Hotelling’s T 2 and SPE indices.

- Calculate confidence limits for both Hotelling’s T 2 and SPE indices. This

will be identified as the universe of discourse for the FRBSs.

- Compute the degree of memberships for both Hotelling’s T 2 and SPE indices

as the inputs of FRBSs.

- Formulate the rules in the FRBSs and check whether inputs exceed the

confidence limits.

- Defuzzify the output values to provide a rank for data point to indicate the

membership degree of the outlier.
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Figure 6.10: Architecture of the proposed outlier detection system.

When new data are available, any outlier or anomalies are detected and ranked

accordingly. More details about some components described above are presented

in the following sections.

6.5.1 Principal Component Analysis

In this section, PCA is used on the high multi-dimensional distance matrix to

find the two statistical error indices Hotelling’s T 2 and SPE. These error indices

are the inputs to a group of FRBS. Formally, let us consider X as an input

matrix which consists of N observations and M variables. Standardization such

as z-score is normally used when variables are measured in different units. PCA

takes the input matrix and transforms it into two eigenvectors, e1, e2, ..., ek, and

associated eigenvalues, λ1, λ2, ..., λk, where k is the number of selected Principal

Components (PCs). The first PC contains the data with the highest variance

while the second PC contain the data with the next highest variance and so on

for other components. The format of the eigenvalues and eigenvectors are as
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follows:

Λ =


λ1 0 ... 0

0 λ2 ... 0
...

...
. . .

...

0 0 ... λM

 (6.3)

V = [e1, e2, ..., ek] (6.4)

changes within the data are detected using two statistical index measures named

Hotelling’s T 2 and Square Prediction Error (SPE). When PCs are identified, the

T 2 and SPE indices measures are computed. These two statistic measures are

briefly described below.

6.5.1.1 Hotelling’s T-Squared Statistic

Hotelling’s T-Squared (T 2) measures the squared norm of the current sample

from the centre of the normal data points region [114]. In other words, the T 2

index measures the variations in the PCs and it is calculated using the following

expression:

T 2 = XTV Λ−1V TX or (6.5)

T 2 =
k∑
i=1

t2i
λ2i

where ti is the ith element in the vector t = V TX. The limit of T 2 index with a

confidence level α is:

T 2
lim =

k(N − 1)

N − k
F (k,N − k, α) (6.6)

where the F (k,N−k, α) corresponds to the probability point on the F-distribution

with (k,N − k) degrees of freedom and confidence level α.
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6.5.1.2 Square Prediction Error Statistic

The Square Prediction Error (SPE) index measures the projection of the data

points on the residual subspace [114]. It is calculated using the following expres-

sion:

r = XT −X = XT − VkV T
k X and (6.7)

SPE = rT r

The residual matrix r captures the variations in the observation space spanned by

the PCs associated with the M smallest singular values. The sub spaces spanned

by X and XT are called the score space and residual space respectively [22]. The

limit for SPE index which denotes the upper control limit for SPE index with a

confidence level α = 95% is [114]:

SPElim = θ1

[
Cah0

√
2θ2

θ1
+ 1 +

θ2h0(h0 − 1)

θ21

] 1
h0

(6.8)

where θi=
∑m

j=k+1λ
i
j and h0 = 1− 2θ1θ3

3θ22
.

The above two indices are checked whether they exceed their control limits. If

both T 2 and SPE exceed their upper limit, the process is considered as abnormal

and an alarm could be raised. Usually, T 2 is more sensitive to the changes or

variation in a process over time that lead to move the process far from normal.

T 2 is a measure of the deviation in the model subspace. On the other hand, SPE

is a measure of the deviation in the residual space. SPE is applied to identify

when the current operation deviates from the normal in terms of parameters that

are not dominate [106].

6.5.2 Fuzzy Rule-Based System

In this section, a Fuzzy Rule-Based System (FRBS) is presented. FRBS can

efficiently model the vague or uncertain sensory data and can deal with complex

data collected from different sensors [120]. It can report the user’s activities

in terms of linguistic variables instead of the raw or pre-processed sensor data.
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In addition, it can give justifications for that report to be more understandable

to the end user of the system. FRBS are used in many applications including:

automated diagnosis, control systems, image processing and pattern recognition.

[66,123,124].

In this research, a group of FRBSs is used to classify and summarize users

activities of elderly people in an IIE. The following steps are used in developing

FRBS:

A) Fuzzification

In this step, sensor data set is converted from its crisp value into fuzzy value

by assigning the membership degrees of each value in the input and output data

set [123]. For instance, the features extracted from the PCs, which is explained

in Section 6.5.1.1 and 6.5.1.2, are used to determine the degree of memberships

of each sensor data set. These features are represented by the two error indices

Hotelling′s T 2 and SPE. These indices form the input variables to FRBSs where

the universe of input variables are limited to T 2
lim and SPElim as calculated in

Eq. 6.6 and 6.8. The confidence limits for both SPE and Hotelling′s T 2 are

computed for each sensor data set. Hotelling′s T 2 and SPE are labelled on a

numerical scale based on these confidence limits.

The input variables have three fuzzy membership function µ: µ(Low), µ(Medium)

and µ(High). They have different values depending on the kind of the sensor

where. The output variable of the FRBS representing by outlier rank is the

degree of belief towards the class. Fuzzy sets are defined on this linguistic vari-

able in a similar way as done in case of linguistic variables for the T 2 and SPE

inputs. Five membership functions (MFs) are created: µ(Extremely Outlier-

EO), µ(Slightly Outlier- SO), µ(Medium-M), µ(More or Less Normal- MN) and

µ(Normal- NO). These membership functions are created for each sensor in the

environment. The universe of output variable is [0,1].For example, Figure 6.11

shows the membership labels for the inputs and output for the back door entry

sensor data set.

B) Fuzzy rules and inference system

Fuzzy rules are formed in an IF-THEN format where IF part of the rule is called
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(a)

(b)

(c)

Figure 6.11: Membership labels for input and output variables for the back door
sensor. (a) SPElim, (b) T2lim and (c) Outlier rank

the antecedent and the THEN part is called the consequent. Linguistic variables

are used in constructing the rules [123]. The fuzzy inference system with fuzzy

output is illustrated in Figure 6.12. The inputs of the fuzzy system have either

crisp or fuzzy values, but the output has fuzzy values. In this work, a type of

fuzzy rule called Mamdani rule is used as the output of the inference system [94].

The antecedents of the rules are T 2 and SPE and outlier rank is the consequent.

Based on the granulated fuzzy labels for each sensor data, fuzzy rules system are
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Figure 6.12: Fuzzy Inference system with two inputs and one output.

defined.

For each FRBS, there are nine rules with three membership for each inputs and

five membership for each output (m = 3 and n = 5). The following configuration

is employed:

Ri
j : If T 2

j is Ã
i
j and SPEj is B̃

i
j then outlier rankj is C̃

i
j (6.9)

where Ri
j is the label of ith rule for the sensor j. T 2

j and SPEj are the inputs

for the sensor j. outlierrankj is the output, Ãij and B̃i
j (i = 1, 2, ...,m and

j = 1, 2, . . . , p) are fuzzy labels (fuzzy values) for inputs and C̃i
j (i = 1, 2, ..., n)

is the label for outputs. p is the number of sensor data set, m is the number of

labels for input membership functions and n is the number of labels for output

membership functions.

For each sensor data, fuzzy rules are built using the values of the two sta-

tistical error indices T 2 and SPE. If both T 2 and SPE measures exceeds their

control limits then the status for the process is abnormal. Otherwise, the sta-

tus of the process is considered as normal when both indices are less than their

limits [114]. It is also possible to reach other options if none of the above are

satisfied. Therefore, to reach a decision based on the values of the indices, a fuzzy

rule-based system is used to provide the decision. Nine fuzzy rules for outlier rank

identification are defined as shown below:
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R1: IF T 2 is µ(High) AND SPE is µ(High) THEN outlier rank is µ(EO).

R2: IF T 2 is µ(High) AND SPE is µ(Medium) THEN outlier rank is µ(SO).

R3: IF T 2 is µ(High) AND SPE is µ(Low) THEN outlier rank is µ(SO).

R4: IF T 2 is µ(Medium) AND SPE is µ(Low) THEN outlier rank is µ(MN).

R5: IF T 2 is µ(Medium) AND SPE is µ(Medium) THEN outlier rank is

µ(Medium).

R6: IF T 2 is µ(Medium) AND SPE is µ(High) THEN outlier rank is µ(SO).

R7: IF T 2 is µ(Low) AND SPE is µ(High) THEN outlier rank is µ(Medium).

R8: IF T 2 is µ(Low) AND SPE is µ(Medium) THEN outlier rank is µ(MN).

R9: IF T 2 is µ(Low) AND SPE is µ(Low) THEN outlier rank is µ(NO).

The final outlier rank is decided based on the rank of the outlier for each

sensor. The final rank is calculated as:

outlier rank =
p

min
j=1

(outlier rankj) (6.10)

In the next section, these fuzzy rules are used to classify outliers and distin-

guish the normal and abnormal behaviour patterns in an IIE. In addition, the

severity of outliers are identified.

6.5.3 Results using PCA and FRBS

In this section, the proposed outlier detection system is validated using case stud-

ies presented earlier in Chapter 4. In the beginning of our analysis, the binary

distance measure is computed on the raw data to construct the distance matrix.

Binary distance measures are used to improve the outliers and abnormality iden-

tification. A sample of the results obtained for the Hamming distance for the
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kitchen occupancy sensor for case study I is shown below:

D(365× 365) =



0 12375 ... 10209 10094

12375 0 ... 13026 13291

9987 15734 ... 14686 14629

. . ... . .

. . ... . .

6664 11561 ... 10191 11620

10209 13026 ... 0 12373

10094 13291 ... 12373 0


where D(i, j) represents the distance between day i : 1, ..., 365 and day j :

1, ..., 365. i and j are the indices for different days and it should be noted that

D(i, i) = 0. It is almost impossible to visualise and identify normal and abnormal

behavioural patterns of the occupant from this matrix.

To select the important features for the above distance matrix, PCA is applied.

The question is how many PCs should be retained for analysis? There are many

ways to choose; one way is to select only those whose Eigen value is greater than

one. Another way is to apply Cumulative Percent Variance (CPV) approach. It

can be calculated using the following formula:

CPV (a) =

∑a
i=1 λi

trace(R)
100 (6.11)

CPV is a measure of the percentage of the variability (CPV (a) � 90%) cap-

tured by the first principal components. A graphical plot, called scree plot, is also

used to choose the number of PCs. In this graph, all the Eigen values are plotted

in their decreasing order and the knee in the graph is identified. To select the

components, count the PCs between the knee and the high component [97]. The

results of the scree plot are shown in Figure 6.13 based on the kitchen motion

sensor data. The first two PCs were selected. In this thesis, scree plot are used to

choose the number of PCs to keep in the model. Only the PCs that have Eigen

values greater than 1 were selected since component with Eigen values less than

1 have less variance than did the original value.

PCs are used to calculate two indices namely residual SPE and Hotelling′s
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Figure 6.13: Scree plot for determining significant number components for PCA
analysis based on data extracted from the kitchen motion sensor for one year.

(a) (b)

Figure 6.14: Principal component analysis statistic measures for the back door
entry sensor data (a) SPE index, (b) Hotteling’s T 2 index.

T 2 measures. The SPE and Hotelling′s T 2 measures for the back door sensor

in case study I is shown in Figure 6.14. These measures are used in the second

stage of the process to classify outliers within the data sets. These indices are

the inputs to FRBS classifiers with one output representing the outlier rank. For

case study I, the SPE limits are 1.9255, 6.2451, 211.0567 and 20.9023 for back

door, front door, lounge and kitchen sensor respectively. The T 2 limit is 3.8671

for all sensors since the most variations are located on the 1st and 2nd PC and

T 2 index limit depends on these two PCs. Based on the granulated fuzzy labels

for each sensor data, fuzzy rules are defined.

By using the fuzzy rules, the outliers and anomalies are identified along with
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(a) Back door (b) Front door

(c) Lounge (d) Kitchen

Figure 6.15: Scattered plot for the 1st and 2nd principal components of the
data used in case study I with classification. Triangles represent normal, squares
represent extreme outliers, stars represent slight outliers and circles represent
more or less normal pattern.

the relative position of the outliers within the data (outlier rank). In Figure 6.15-

a to Figure 6.15-d labelled PCs based on the fuzzy outlier rank are shown for the

same results shown in Figure 5.9-a to Figure 5.9-d. It is obvious that the outliers

are detected according to their position in the actual binary data sets. In addition,

the most frequent observations (normal group of data) were selected from similar

ADLs carried out during the year. However, a few observations, which are located

far from the normal group of data, represents set of an individual days where

ADLs are unlikely to be carried out (abnormal group). For example, three clear

groups of data are recognized in Figure 6.15-b, these are: (1) Normal group (in

fuzzy label NO and representing by triangles) represents set of the days in the

year where the back door is not often opened and closed, (2) Abnormal or outlier

group (in fuzzy label EO and representing by squares), which is located to the

left of the graph (i.e. day index 43), represents the data where the back door
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(a) Without classification (b) With classification

Figure 6.16: Scattered plot for the 1st and 2nd principal components of the
bedroom motion sensor data used in case study III. Triangles represent normal,
squares represent extreme outliers, stars represent slight outliers and circles rep-
resent more or less normal pattern.

(a) Without classification (b) With classification

Figure 6.17: Scattered plot for the 1st and 2nd principal components of the
bathroom door data used in case study III.

remained open for a long time, and (3) More or less normal group (in fuzzy label

MN and representing by circles) represents the set of the days where the door is

frequently opened but for a short time. It can be concluded that the proposed

outliers system gives a visual grouping to the data of similar features and detects

outliers and anomalies.

If there are slight outliers and changes or extreme outliers, alarm messages

could be sent to the carer to help the elderly person. Figure 6.16-a and Figure
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(a) Without classification (b) With classification

Figure 6.18: Scattered plot for the 1st and 2nd principal components of the front
door data used in case study II.

6.17-a show the scatter plots for the first and the second PCs of the binary data

collected from the environment of the bedroom motion sensor and bathroom door

entry sensor of case study III. The corresponding labelled PCs based on the fuzzy

outliers rank are shown in Figure 6.16-b and Figure 6.17-b. As shown in these

figures, no extreme outliers are found in these data sets, there are only slight

outliers (stars) and more or less change in her behaviour (circles). Therefore, in

these cases an alarm should be sent to the carer to check if there is something

wrong.

Our experiments were repeated for data collected in case study II. Figure

6.18-a shows the scatter plots for the first and the second PCs of the binary data

collected from the environment of the front door entry sensor of case study II.

The corresponding labelled PCs based on the fuzzy outliers rank are shown in

Figure 6.18-b. There is a significant difference between these two groups. The

first group shows the normal data (circles) since their SPE and Hotelling′s T 2

are less than the confidence limits, while the second group shows the extreme

outliers or anomalies (squares) as their SPE and Hotelling′s T 2 are greater than

the confidence limits. The results obtained from this real environment has shown

that proposed outlier detection system can effectively distinguish between the

normal and abnormal data.
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6.6 Discussions

In this chapter, different similarity and distance measures are used to investigate

the effectiveness of these measures in identifying outliers in data collected from

an IIE. It highlights both progressive (similarity) as well as sudden (dissimilarity)

changes in behavioural patterns, both of which are of interest in ADLs in a smart

home. Finding dissimilarities between two vectors means that both vectors have

changes in patterns of attributes. The values that have common patterns seem

to be closer to one another than those with different patterns. It has been found

that the type of the sensory data is also important to find the distance mea-

sures between two binary sequence. For dissimilarity or distance measure, fuzzy

Hamming distance gives lower distances than the classical Hamming distance

for motion sensors since these kinds of sensors are normally having significant

changes.

The integration of principal component analysis and fuzzy rule-based system

to the Hamming distance processing system are investigated to identify outliers

and anomalies in an IIE. The intention was to determine the effect of both the

residual SPE and Hotelling′s T 2 in improving the results of PCA and how they

are utilized in the fuzzification process of a fuzzy rule-based system. The proposed

system successfully distinguishes between the normal and abnormal or outliers

data points. Simulated and real environments including three case studies are

used to show the effectiveness of our detection system.
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Chapter 7

Abnormal Behaviour Pattern

Prediction

7.1 Introduction

Data interpretation helps us to better understand the ADLs and separates the

anomalous behaviours when an activity has happened. This would also be useful

in generating a report to summarise the activities of the patient over a long period

of time. However, this would not help the carer to make necessary arrangements

in advance. To improve the proposed system, a predictive method is required to

predict the future values of the activities based on the historical data available

from activities recorded by each sensor.

This chapter assesses the suitability of the predictive techniques as a solution

to the binary time series prediction representing the ADLs of an elderly in an IIE.

Different predictive models are used to predict the time series data representing

the movements of the inhabitants in their own homes. Prediction is necessary to

automate their regular and frequent behaviour daily activities. Several experi-

ments are devised, executed, and evaluated using different ANN techniques. The

techniques, which are chosen for prediction, are mainly divided into two groups of

time delay and recurrent neural networks and the results are then compared. The

investigated techniques included; focused time delay network, layered recurrent

network, NARX network, Elman network, echo state network, long short term
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memory and recursive self-organizing map.

The rest of the chapter is structured as follows: in the next section, the mea-

sures that are used to find performance of the predictive techniques are presented.

The cross validation methods to evaluate the performance and comparison of the

predictive techniques are introduced in Section 7.3. In Section 7.4, the predic-

tion results using HMM is demonstrated followed by the prediction results using

ANN techniques and predictive techniques verification. In Section 7.7, a compar-

ison between ANN techniques is discussed. Finally, a summary and discussion is

presented in Section 7.8.

7.2 Prediction Performance Measurement

To identify the ability of the prediction model, it is important to choose an

appropriate error measure. In this study, depending on the input to the model,

whether it is binary or non binary, different error measurements are used.

For binary series, after training the binary time series data, a similarity mea-

surement between the two binary series (i.e. actual and predicted data) is used.

As mentioned in the previous chapter, different similarity coefficients are pro-

posed by researchers in different fields. A similarity coefficient indicates the

degree of similarity between object pairs. Jaccard coefficient [190] is one of the

most commonly used similarity measurement coefficients for binary series. We

have compared and investigated this measure in our study. Jaccard’s coefficient is

a measurement of asymmetric information on binary (and non-binary) variables.

The above error index will be used only for binary series prediction. However,

when signals are converted into either start-time and stop-time or start-time and

duration, then a continuous error measure is required. We have used Root Mean

Square Error (RMSE) as defined below to measure the difference.

RMSE =

√√√√ 1

M

M∑
1

(y(n+ 1)− ŷ(n+ 1))2

where y(n + 1) is the actual value of the time series, ŷ(n + 1) is the predicted

value, and M is the number of data points that network model has to predict.
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RMSE is used to compute the differences between the actual observation values

and the predicted values which result from a predictive model.

7.3 Cross Validation

In any learning algorithm, the data is split into two sets: training and testing

or unseen data. The data is often split into 2/3 for training data and 1/3 for

testing data set. The learning algorithms have often an over fitting problem

where the algorithm is well trained on the training data and is poorly performed

on the testing data set or unseen data. Cross validation is applied to estimate and

evaluate the performance of the learning model, to select and tune the learning

model performance. Using this method, the data is divided into two sets: training

data used to train and learn a model and validation set used to validate the

model [147].

There are various methods used for cross validation, these are:

- Holdout cross validation: the test data is holdout and unseen during the

training phase i.e. there is no overlapping between the training and testing

data sets. One of the disadvantages of using such approach is that all the

validation data is not used during training phase and system performance

is highly depended on the choice for the training/testing split. Also, the

data in testing set may be significant for training and if it holdouts, the

performance prediction becomes poor.

- K-Fold cross validation: the data is divided into k equally sized folds. The

training and validation are performed in k iterations. In each iteration,

k-folds of data is holdout for validation and the remaining folds are used

for learning.

- Leave one-out cross validation: the data except one observation are used

for training and one instance of data is used for testing. It is a special case

of k-fold cross validation.

- Repeated k-fold cross validation: the k-fold cross validation is executed

many times so that the method performance estimation and comparison
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Figure 7.1: Validation procedure schematic. The data is partitioned into k con-
tiguous blocks of training data.

are increased [105,147].

The experiments in this chapter rely on a special case of validation approach

to improve the ANN algorithms generalization and increase performance. Since

the temporal relationships (order of data) between the input data is important,

the data is divided into k contiguous blocks. In each iteration different starting

point for each contiguous block is used for the training data and the remaining

contiguous points for validation data. Figure 7.1 shows the schematic of the

validation process. In this figure, all values beyond N (where N is the training

cut-off) is used for testing and all data point before N is used for training. A

contiguous time series data is created for training data set. The starting point

for training data is different for each block and ranges between 1 and N-1.

7.4 Prediction Results using Statistical Tech-

niques

Statistical techniques are used in many time series prediction. In this research,

HMM predictor (as described in Appendix A) is investigated to predict the time

series data collected from sensors network. It is specifically used to predict the

movements behaviour activities of an elderly living alone her home. The predic-

tion is based on the start-time and stop-time conversion as inputs to the HMM.

Two sets of simulated data are used: the first set of the simulated data represents

the binary time series for a very regular occupant i.e. the generated simulated

signal has no duration uncertainty. The second set of data represents the binary
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time series for an occupant with a less regular behaviour i.e. the generated signal

has 6% duration uncertainty.

The prediction results in terms of RMSE using basic HMM predictor for the

first set of the simulated data for the bedroom, corridor, lounge and kitchen

sensors data are approximately 20%, 19%, 18% and 23% respectively. The results

for the second set of the four simulated data are approximately 27%, 21%, 14%

and 21% respectively. The current study found that HMM has poor performance

in predicting the binary and converted input data sets. A possible explanation

for these results may be due to the lack of the hierarchy in this kind of modelling,

the increase in the length of time series may need large volume of time series runs

from HMM, and the difficulties in processing the temporal data from different

time scales.

Therefore, it seems that there is a need for a time series prediction model,

such as ANN algorithms, which are able to solve the problem of the temporal

relationships within a large and complex data is required.

7.5 Prediction Results using ANN Techniques

In this section, several ANN techniques, that are described in Chapter 3, are inves-

tigated. These techniques are mainly divided into two groups TDNNs and RNN

techniques. They are used for predicting the binary time series data collected

from the ADLs of an inhabitant in an IIE. In particular, using these techniques,

the next locations of the inhabitants are predicted. The prediction will help to

provide us with information related to their health trend and take an advance

action.

As mentioned in Chapter 4, the data sets are generated from two different

environments. The first data sets are generated by the simulated environment

while the second data set contains the real data collected from different case

studies. In both environments, the actual data represents a binary time series.

The actual data is recorded with a resolution of one minute for the simulated

data, and with a resolution of one second for the data collected from the real

environments.

Training and testing data set are used in evaluating the prediction techniques
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as described in Section 7.3. The training data set are used to build the predictive

model and the testing data set are used to analysis the prediction accuracy of the

model. Experiments are conducted on these data sets. The experiments reported

here are based on seven days of training data set and three days of testing data

set for the simulated environment. For the case studies data collected from the

real environment, 14 days of training data set and 6 days of testing data set. The

first 1, 209, 600 points (in binary format) are used as training set and the last

518, 400 points for the testing data set.

Most of the selected techniques use only one input unit which is driven by

the actual sensor at time t. The output unit is the value of the same sensor

at time t+ τ (τ is the number of steps ahead for prediction). The number of

hidden units is different in each technique. It is also possible to connect all the

available sensors at the same time as inputs to these networks and compute the

prediction of these sensors readings using the combined data set from the single

input prediction. The advantages of using just one neural network for all sensors,

instead of using a separate neural network for each of the inputs, are to reduce

the amount of memory and computation used. In this situation the number of

input and output units depends on the number of sensors.

In the next section, ANN techniques are used to show their performance in

predicting the movement activity of an elderly in an IIE. Two sets of experiments

were done to show the performance of these techniques. The first set of exper-

imental results focus on the prediction analysis of TDNN techniques while the

second set is on RNN techniques.

7.5.1 Prediction Results using TDNNs

For TDNN techniques, experiments are conducted using focused time delay neural

networks, layered recurrent network and NARX network. In this section, only the

results of NARX network are demonstrated. The choice is made based on the high

accuracy of prediction obtained using this network compared with other TDNNs.

In these experiments, serial-parallel architecture of NARX network is used for

learning the dynamic behaviour of an occupant living in an IIE. In serial-parallel

architecture, the actual output, instead of the estimated output, is returned to
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the input of the network.

To train NARX network, a number of parameters are used. These parameters

are: number of input tapped delay Dx, number of feedback output delay Dy,

number of neurons in the hidden layer (N), number of epochs time required for

training, and learning rate.

The type of inputs for most ANN techniques have either binary or non binary

input data set. In this thesis, two sets of input data are analysed; these are

binary (discrete) and real (continuous) time series data. For binary input data

sets, the prediction results are demonstrated in terms of graphs where the actual

sensor values are denoted by (-) and the predicted values are denoted by (. . . ).

Prediction results of the converted data are also demonstrated in terms of graphs

where the actual sensor values are denoted by (O) and the predicted values are

denoted by (+). The prediction results for the converted data (start-time and

stop-time) are visualized using start-time and duration. Start-time and duration

method of conversion seems to be a practical and easy tool to visualise large

binary data collected from sensors network.

In the following sections, the prediction results of NARX networks are evalu-

ated using binary and converted input data sets.

7.5.1.1 Results for Binary Input Data

For binary input data, the input to NARX network is driven by the actual binary

time series extracted from the sensor data at time t. The output is the next value

of the data, i.e. at the time t + τ . Considering the size of the real dataset we

were not able to generate a model based on the actual binary data. Therefore,

we only present the prediction results for the simulated data set.

Figure 7.2 shows the NARX network prediction results for a sample of three

days of the binary time series data with a very regular patterns. The prediction

is based on two hours step ahead i.e. τ = 120. In Figure 7.2, the predicted data

is very close to the actual data in terms of durations since these data represent a

very regular occupancy behaviour. For instance, the bedroom occupancy signal

shows the sleeping patterns for an occupant who goes to his/her bed at a regular

time (around 22 : 00) to sleep about 6− 7 hours and also takes a nap of about 2
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Figure 7.2: Sensor values and two hours ahead predicted values using NARX
network for three days sample of simulated activities data for a regular occupant
(no duration uncertainty), (-Predicted values; −−− Actual values).

hours after mid day.

The prediction results of the simulated data with some irregular patterns using

NARX network is shown in Figure 7.3. From this figure it can be observed that

NARX network can successfully predict the irregular occupancy patterns where

the occupant spent more time in some area than others in the environment. For

example, the bedroom occupancy signal shows that the occupant spent most of

his/her time in the bedroom which might indicate an early detection of illness or

depression. However, the difference between the predicted and the actual data is

barely noticeable. This is slightly less accurate for the corridor sensor. Corridor

signal is relatively more chaotic. Our observation is that more chaotic signals are

expected to be more difficult to predict.

As stated in Section 7.2, the errors between the predicted and the actual data

for the binary data is calculated using some binary similarity measurements. Jac-

card coefficient is applied to calculate the similarities between the predicted and

actual data sets. For the simulated data with regular patterns, The similari-
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Figure 7.3: Sensor values and two hours ahead predicted values using NARX
network for three days sample of simulated activities data for less regular occupant
(6% duration uncertainty), (-Predicted values; −−− Actual values).

Figure 7.4: Similarity measurement accuracy between the actual and the pre-
dicted binary data generated from the simulated occupancy signal of Figure 7.3
using NARX network.

ties have a high values indicating that the differences between the actual and

the predicted output of the NARX network are very small. Figure 7.4 shows

the similarities between these two binary data sets generated from the simulated

occupancy signal of Figure 7.3. The similarity between the predicted and the

actual binary data sets for the four motion sensors (bedroom, corridor, lounge

and kitchen) are ranged between 99% and 89%.
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Therefore, it is apparent that even using a data with some irregular patterns,

we would still be able to predict the movement activities of an occupant living in

an IIE.

7.5.1.2 Results for Converted Input Data

The sensor data after conversion from binary to start-time and stop-time method

is also used as input to NARX network. The input is the converted data using

the start-time and the stop-time at time t, while the output is the start-time and

the stop-time at the time t+ τ . In this case, τ represents the next start-time and

stop-time cycle. The results for both the simulated data sets and the case studies

are demonstrated below:

A) Simulated Environment

The main aim of the experiments in this section are to show the effect of increasing

the number of step ahead prediction on the network performance. The capability

of the system to predict the occupancy behaviour was assessed by investigat-

ing the effect of increasing the number of step ahead τ in network performance

convergence.

In many research publications, a great attention has been devoted to time

series prediction, and the way to predict one step ahead up to time horizon (also

known as leads time or predict horizon). The prediction of more than one step

ahead can be achieved by using an iterative method or a direct method. In

an iterative method the prediction is accomplished by doing repeated one-step-

ahead predictions up to the desired horizon, whilst in direct modelling, a model

is explicitly trained to predict τ -steps-ahead [4].

The experiments are carried out on the input sensor data sets. For instance,

Table 7.1 summaries the prediction results of NARX network for the lounge

motion sensor dataset generated from the simulated data with 6% duration un-

certainty for a period of ten days. In this experiment, two hidden layers with

ten neurons in each layer are used. Two inuput and output tapped delay are

used. From the results in Table 7.1. RMSE is increased just after 3 steps ahead

prediction for this data set. In this table, step means the next start-time and
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stop-time cycle of the occupant movement activity. The results show that as τ

is increased for a number of steps the RMSE is also increased. The increasing

amount depends on the type of the sensor, number of hidden neurons/layers and

the number of input and output memory order. It can be concluded that increas-

ing the number of step ahead prediction time results in decreasing the accuracy

of the network convergence.

A one step ahead prediction results of the simulated data with 6% uncertainty

using NARX network are shown in Figure 7.5. The input and output tapped de-

lay Dx and Dy values are set to 6 for the input data sets. To measure the accuracy

of prediction based on start-time and stop-time method of conversion, RMSE is

used. The RMSE for both training and testing of the simulated data sets range

from minimum of 7% to maximum of 9%.

B) Real Environment

NARX network is also exploited to test the case studied collected from the real

environments to monitor the movement of a person in his/her home. For instance,

the data sets of case study I are trained using NARX network where input and

output tapped delay are set to 10 and using 20 hidden units. RMSE to train

NARX network for all real data sets are ranging from a minimum of 3% to a

maximum of 9%. The prediction results of the backdoor, lounge and kitchen

motion sensor data of case study I are illustrated in Figure 7.6. In these exper-

iments, one step ahead (next start-time and stop-time cycle) is predicted. From

Figure 7.6-a, it is obvious that the back door is usually opened about 1 minute

or a bit more, and it is sometimes left open for more than 20 minutes.

Table 7.1: A sample of ten days training prediction results for the lounge motion
sensor data with different values for number of step ahead prediction, step ∗
represents the next start-time and stop-time cycle.

Number of step ahead RMSE
1 step* 0.0765
2 step 0.0697
3 step 0.0977
4 step 0.5783
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(a) Bedroom (b) Corridor

(c) Lounge (d) Kitchen

Figure 7.5: Plots of the four sensory data sets generated from the simulated
environment with 6% uncertainty based on start-time and duration time using
NARX network. (+ Predicted values; O Actual values)

Using NARX network, experiments are also conducted on the real environ-

ment of the case study III. In these experiments, the data is split into a sample

of 17 days for training (i.e. about 1, 468, 800 points of binary values and 3 days

for testing (i.e. about 259, 200 points of binary values). In these experiments,

the network is trained using time delay Dx = 6 and Dy = 6 and two layers of

hidden units (20 and 1 units respectively in each layer). For instance; Figure

7.7-a to Figure 7.7-c show the NARX prediction results of three sensors of the

environment of case study III. These sensors are: bedroom motion sensor, lounge

motion sensor and bath door sensor. The inputs to NARX network are the con-

verted time series data. RMSE to train NARX network for these sensor data

sets are 3%, 6% and 7% respectively. In these experiments, one step ahead (next

start-time and stop-time cycle) is predicted.
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(a) Back door sensor

(b) Lounge motion sensor

(c) Kitchen motion sensor

Figure 7.6: The prediction results of the three sensors of the real data collected
from the environment of case study I using NARX network. (+ Predicted values;
O Actual values)

Experimental results also showed that as the number of hidden neurons are

increased the convergence becomes better although the training time is increased.

For instance, consider training the data collected from the kitchen motion sensor
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on case study I where the number of input and output tapped delay are 100. In

this case, the RMSE are 0.0319 for 20 hidden neurons and 0.0263 for 50 hidden

neurons.

It can be concluded that, NARX network show much faster convergence in

terms of accuracy of the results, and the number of epochs and training time

compared with other TDNNs.

7.5.2 Prediction Results using RNNs

Experiments are also conducted using RNN techniques to predict the next move-

ments of an occupant in an IIE. In these experiments, RNNs are successfully

used for time series prediction for both the binary and converted input data.

Considering the number of time series predictive models, only the results of ESN

are demonstrated. The choice is made based on the high robustness and better

accuracy of prediction are obtained using this network. Large number of hidden

units are used to train the ESN. For example, 5000 hidden units are used to

train the lounge motion sensor data set in case study I. Sigmoid function1 is used

for activation function of the hidden units and linear activation function for the

output units. Sparse density of reservoir weights matrix have set to take values

between 0.01 to 5.0. The spectral radius to scale reservoir weights ranges from 0.1

to 0.9. The initial values of input weights and backwards weights have intervals

between (−0.5, 0.5).

7.5.2.1 Results for Binary Input Data

As with NARX network, the predictive performance of ESN is also evaluated on

the data generated from the simulated environment of an occupant with regular

and less regular behaviour. For example, Figure 7.8 shows the analysis results

of ESN method using 50 hidden neurons to predict two hours step ahead i.e.

τ = 120. The results are demonstrated for the bedroom, corridor, lounge and

kitchen motion sensors data sets. Shown results are only for a sample of three

days data set of a total of ten days split into training and testing data. The

bedroom sensor has shown a very good match between the predicted and actual

1y = 1
1+e−x
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(a) Bedroom motion sensor

(b) Lounge motion sensor

(c) Bath door entry sensor

Figure 7.7: The prediction results of the three sensors of the case study III of the
real data using NARX network. (+ Predicted values; O Actual values)

sensor values. The prediction performance accuracy of ESN to compare between

the predicted and actual binary data are done using similarity measurements.

Figure 7.9 shows the similarities between these two binary data sets generated

from the simulated occupancy signal of Figure 7.3.

126



7. Abnormal Behaviour Pattern Prediction

Figure 7.8: Sensor values and two hours ahead predicted values using ESN net-
work for three days sample of simulated activities data for less regular occupant
(6% duration uncertainty), (-Predicted values; −−− Actual values).

Figure 7.9: Similarity measurement accuracy between the actual and the pre-
dicted binary data generated from the simulated occupancy signal of Figure 7.8
using ESN.

Different sizes of reservoir (number of hidden neurons) are also used to test

the performance of ESN. In Figure 7.10 the training time using different reservoir

sizes (hidden neurons) are shown. The figure clearly shows that ESN is relatively

fast and data sets are trained in only a few minutes or even seconds.
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Figure 7.10: ESN training time for different reservoir sizes.

7.5.2.2 Results for Converted Input Data

The results for the converted input data for both the simulated data sets and the

real case studies using ESN are demonstrated below:

A) Simulated Environment

In this section, experiments on the converted data sets generated from the sim-

ulated environment are presented. The prediction results of the simulated data

with 6% uncertainty using ESN network is shown in Figure 7.11. One step ahead

prediction is made in these experimentes. The input data sets include: bedroom,

corridor, lounge and kitchen motion sensors. The RMSE for testing the four sen-

sors data set generated from the simulated environment range from a minimum

of 3% to a maximum of 7%. The experiments are conducted using different ESN

reseviour initialization to test the accuarcy of ESN. The resulting performance of

ESN are not affected a lot.

B) Real Environment

Experiments using ESN are also conducted on the real environments. The main

idea of these experiments are to show the effectiveness of ESN in learning the

temporal relationships between sensor data sets and predicting the time series

data collected from such sensors.

Using the data representation method discussed in Section 5.2, the sensor data

sets of case study I are clustered. From the clusters illustrated in the previous
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(a) Bedroom (b) Corridor

(c) Lounge (d) Kitchen

Figure 7.11: Plots of the four sensory data sets generated from the simulated
environment with 6% uncertainty based on start-time and duration time using
using ESN. (+ Predicted values; O Actual values)

chapter (see Figure 6.3-a and Figure 6.3-b) for front door and back door sensors

data sets respectively, it is evident that for most days the front and back doors

were opened for a short period of time. However, in some instances both doors

were left open for a long period of time. Using this form of data representation

and visualisation, we have managed to look at each sensor activity independently

and identify the abnormal behaviour for that specific activity. However, all these

activities are interdependent and we should be able to establish the dependency

between the activities. To achieve this, an ESN is used to learn the temporal

relationship of the sensors data sets in case study I environment.

Figures 7.12 show the ESN training results of case study I for the back door,

lounge motion sensor and kitchen motion sensor respectively. The prediction is

based on 14 days for training (i.e. about 1, 209, 600 points of binary data sets)
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(a) back door sensor

(b) lounge sensor

(c) kitchen sensor

Figure 7.12: The prediction results of the three sensors of case study I of the real
data using ESN. (+ Predicted values; O Actual values)

and 6 days for testing (i.e. about 518, 400 points of binary time series). The

experimental results are based on using 0.3 for the sparse density of reservoir

weights matrix and 0.9 for the spectral radius. The number of hidden neurons

for each data sets are varied form 3000 to 7000 units. and τ = 1 step ahead
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prediction are used. The results shown here are the prediction for the 20 days.

The RMSE for testing all the sensor data sets range from a minimum of 4% to a

maximum of 9%.

The effects of using different number of hidden units is also investigated. Table

7.2 illustrates a comparison between the actual values with the predicted values

for the lounge motion sensor data set using different number of hidden units. The

table contains a sample of 20 days of data sets in case study III. The results are

based on start-time and stop-time conversion. The table clearly shows that as

the number of hidden neuron are increased, the network convergence is improved.

It should be noted that the prediction results of the converted time series data

requires large number of hidden units compared with the actual binary time series

data.

7.6 Prediction Results Verification

To verify the predictive models and to see how accurate these models, a standard

bench mark set of data is used. The data is collected from a two bedroom

smart home in Washington State University (WSU) campus [34]. The home is

occupied by a volunteer women adult. She has got visitors on a regular basis

from her children and grand children. The smart home testbed consists of two

bedrooms, a living dining room, a kitchen, an office room and two bathrooms.

The layout of this home is illustrated in Figure 7.13. As shown in this figure,

different sensors are distributed in the home. However, only motion and door

entry sensors are used in this research. The sensors events that are generated

Table 7.2: Prediction results of the lounge room motion sensor data set of case
study III using ESN.

No. of hidden Training Testing
neurons RMSE RMSE

50 0.1196 0.1212
1000 0.0914 0.1001
3000 0.0771 0.0883
5000 0.0751 0.0879
7000 0.0719 0.0863
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Figure 7.13: The layout of the WSU CASAS smart home [34].

from motion sensors are started with IDs ”M”’ and door entry sensors with IDs

”D”. Different activities are carried out by the occupant of this environment

including: preparing meal, sleeping, eating, working etc. The data is recorded

from November 2010 to June 2011.

The results reported in this section are based on the ESN and NARX networks

using the WSU CASAS data set. Different experiments are conducted on this

data. In these experiments, the data is split into a sample 7 days for training

and 3 days for testing. In addition, one step ahead (next start-time and stop-

time cycle) is predicted in these experiments. For NARX network, the input and

output tapped delay are set to 2 and using different hidden units. The inputs

to these networks are the sensor data after conversion from binary to start-time

and stop-time method at time t. The output is the start-time and the stop-time

at the time t + τ . The prediction results of two sensors data collected from the

CASAS environment for both ESN and NARX networks are shown in Figure 7.14

and Figure 7.15. These sensors are bathroom motion sensor and back door entry

sensor.

To measure the accuracy of prediction based on the start-time and stop-time

method of conversion using ESN and NARX network, RMSE is used. For in-

stance; Table 7.3 depicts the performance of the ESN and NARX networks in
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(a) Bathroom motion sensor

(b) Back door sensor

Figure 7.14: The prediction results of the two sensors of the environment (layout
in Figure 7.13) of the real data using NARX. (+ Predicted values; O Actual
values)

terms of RMSE training and testing using bathroom motion sensor and back

door entry sensor. The performance of ESN and NARX network are compared

using different number of hidden neurons and epochs. It has been observed, for

certain sensor data sets, there is an increase in the prediction accuracy when ESN

uses a large number of hidden neurons compared with NARX network. On the

other hand, the NARX network needs many epochs to achieve high accuracy.

From this numerical analysis, comparing the ESN and NARX network results

with the previous numerical results for the three case studies, which are used
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(a) Bathroom motion sensor

(b) Back door sensor

Figure 7.15: The prediction results of the two sensors of the environment (layout
in Figure 7.13) of the real data using NARX. (+ Predicted values; O Actual
values)

in this thesis, ESN and NARX networks give good prediction results for all data

sets. Therefore, it has been demnstrated that these networks are able to represent

the dynamical behaviour of a system more efficiently in general applications.

7.7 Neural Networks Performance Comparison

The neural network techniques have been compared to show their ability in a

single and multiple step ahead prediction of binary time series. The outputs of
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these techniques have shown a reasonable accuracy. The comparison depends on

several factors that determine the efficiency of these techniques. The computation

time which are required for training are the most important. Experiments are

contacted on the simulated data and the real data. The predictive model are

compared the TDNNs and RNNs to predict the binary time series data collected

from sensor network. These networks are Elman network trained using BP and

the BPTT algorithms, echo state network, NARX network. The networks are

trained using the same parameters in these experiments (i.e. the number of

hidden layers and units etc.) are the same for all networks. For example, Table

7.4 compares the results of all sensor datasets using the neural network techniques

for time series prediction. The prediction is based on the start-time and stop-time

as inputs to the networks.

In these experiment, the number of the hidden units play an important role

in network convergence. Increasing the number of the hidden units results in

decreasing the RMSE of training for both networks. However, the training time

and number of epochs that are required to train the network increases rapidly in

Elman network in contrast to ESN and NARX. For instance, training the lounge

sensor data using Elman network requires 1000 epochs for training, while only 50

epochs are required using NARX network. It can be concluded that the ESN and

NARX network prediction results have the best results compared with Elman

network trained with either BP or BPTT in that the training time is significantly

shorter. The other approaches suffer from slow convergence as the number of

neurons are increased.

The RNNs are also compared with the TDNNs using the real data. Based

Table 7.3: Prediction results of the CASAS smart home data set using ESN and
NARX networks. (⊕: Sensor ID ; ⊗: No. of hidden neurons; 	: Training RMSE;
and �: Testing RMSE.)

Method ⊕ ⊗ 	 �
ESN Bathroom motion sensor 40 0.0690 0.0681

Back door entry sensor 42 0.0898 0.0833
NARX network Bathroom motion sensor 40 0.0631 0.0641

Back door entry sensor 42 0.0072 0.0979
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on our experiments, the convergence of NARX network is much better than the

Elman network to train the real data. For example, the RMSE for training the

back-door and front-door sensor data using Elman network are 1.75 and 2.15

respectively. However, the RMSE is only 0.05 and 0.07 to train these door entry

sensors using NARX network.

To summarize, the predictive algorithms can be classified as a way of com-

paring based on the accuracy of the algorithm and the convergence time. All

algorithms are classified in four groups A, B, C and D as shown in Table 7.5.

The letter A represents a maximum, while the letter D represents a minimum.

As shown in the above table, it was found the RNN trained with ESN and LSTM

has the highest accuracy and the lowest convergence time.

Table 7.4: Prediction results of all sensor datasets using ESN, Elman network,
FTDD, NARX. (⊕: No. of hidden neurons; ⊗: Training RMSE; 	: Testing
RMSE; and �: Time(Sec.).)

Method ⊕ ⊗ 	 �
ESN 10 0.0556 0.0556 0.0116
ESN 50 0.0556 0.0556 0.0519
Elman network trained using BP 10 0.2027 0.2964 181.2131
Elman network trained using BP 50 0.1031 0.1740 241.0627
Elman network trained using BPTT 10 0.0759 0.0766 12.7315
Elman network trained using BPTT 50 0.0803 0.0811 218.0986
NARX network 10 0.0738 0.0740 16
NARX network 50 0.0729 0.0731 1.46

Table 7.5: The classification of the algorithms with respect to the accuracy of the
algorithm and the convergence time.

Algorithm Accuracy Time
Focused Time Delay D B
Layer Recurrent Network B D
NARX A B
Echo State Network A A
Long Short Term Memory A A
Elman network trained using BPTT D A
Elman network trained using Real Time Recurrent Network D C
Recursive Self-Organizing Map C D
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It can also be concluded that TDNNs representing by LRN and FTDNN net-

works have similar performance as the network trained by NARX, but it usually

required much more training time and more than one thousand of training epochs.

A common feature of these approaches is that when the number of epoch and

the number of hidden layers are increased an improvement on the accuracy of the

error is seen.

For RNN techniques representing by Elman networks trained with BP or

BPTT learning algorithms, their predictive performance are low compared with

ESN and LSTM. Elman network trained with these algorithms are usually influ-

enced by initial weights and can not converge to global minima. For convergence,

these networks need more hidden layers, hidden units, and training time and

epochs.

7.8 Discussions

This chapter examined the use of several neural networks to predict the be-

havioural patterns of an occupant living in an IIE. A comparison between these

networks is also made. The results of this study indicate that, in general, these

networks produce an accurate prediction. However, ESN, LSTM and NARX net-

work, compared to the other predictive techniques yield the highest accuracy in

prediction.

It should be noted that the type of the input data set has an impact on the

prediction capability of the models. The predictive neural network models are

applied for both binary and converted data sets such as start-time and stop-

time representation format). Although the predictive models give good results

in predicting the binary inputs, the predictive models use the compressed data

as inputs instead of the large sparse binary data sets. The amount of memory

and the number of computation used are reduced for the converted input data.

Also, in contrast to the binary input data, the prediction results of the converted

data to predict a single step ahead yields the prediction of the next inhabitant’s

movement (next start-time and stop-time cycle).

Concerning the convergence of TDNNs, more than one hidden layer is needed

to converge when using the converted input data. For instance; consider training
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the data collected from the kitchen motion sensor of the real environment of case

study I using NARX network. In these experiments, number of input and output

tapped delay Dx and Dy are 100. The RMSE is 0.0919 using two hidden layers,

while the RMSE is 1.24 for the network with one hidden layer. For RNNs such as

ESN need only one hidden layer with a large number of reservoir (hidden units)

is required to predict the converted input data.

Based on the prediction results from using ANNs, a classification of these net-

works shows that for TDNN, the NARX network gives good results in predicting

the binary time series data collected from an intelligent environment. The ESN

and LSTM for RNNs perform better than the simple RNNS such as Elman net-

work. For instance, ESN is a very good choice for time series data prediction

generated from the sensory data because in the methodology of sensor networks,

new data is arriving at any time, whilst other approaches need all data input at

the same time steps in order to compute the output.

The experimental results were successful as the network was able to success-

fully recognise the behavioural patterns of an occupant.
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Chapter 8

Conclusions and Future Works

8.1 Summary

The work presented in this thesis is a novel attempt to answer the research ques-

tion both from the practical and theoretical point of view. Based on the results

obtained from this research, it can be concluded that a home equipped with some

low-level sensory devices can provide important information about the status of

the occupant. The proposed approach works better for elderly residents when

more routine activities are expected. Specifically, we focused our research for

elderly patients who are suffering from dementia.

The aim of the research was to investigate efficient mining of useful infor-

mation from a sensor network forming an ambient intelligence environment. We

have investigated methods for supporting independent living of the elderly by

means of equipping their home with a simple sensor network to monitor their

behaviour and identify their ADL. The research was conducted to enhance the

efforts for better understanding, behavioural identification and predication within

AmI environments.

Data provided for our investigation were collected from real environments as

well as a previously developed simulator. The simulator was modified to include

trending behaviour in the ADL. For real data, reported as three different case

studies, door entry and occupancy sensors were used to extract the movement

patterns of the occupant. Sensors produced long sequences of binary data and
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different approaches for data visualisation and compression were investigated.

Different techniques were also investigated to identify outliers or abnormal be-

haviours in ADLs. ANN and specifically RNN are used to compare their abilities

in accurately predicting the behavioural patterns of an occupant.

In summary, throughout this research, original knowledge on binary data

visualisation, identification and prediction has been obtained. In the remaining

part of this chapter, the research conclusions with critical discussion and direction

of some future works are presented.

8.2 Concluding Remarks

This thesis attempts to provide an analysis of identification and prediction of

abnormal behaviour activities of daily living in IIEs. Conclusions for different

aspects of the project are presented below.

8.2.1 Activity Representation and Visualization

This thesis highlights the need for a flexible and efficient data representation and

visualisation techniques in large binary sensor data sets. Data representation

techniques are used and evaluated using the simulated and the real environ-

ments. For example, the start-time and stop-time approach is successfully used

to convert and represent the binary sensors data sets. In addition, by using the

starts-time and duration, we have been able to clearly visualise large data sets,

and detect abnormalities in the occupant behaviour. The results of these con-

version techniques produced compressed binary data compared with the original

long series of binary data items. Moreover, various clustering and visualization

techniques such as fuzzy c-mean and PCA are used to visualize and find anomalies

and outliers within sensor data.

8.2.2 Abnormal Activity Identification

In this thesis the relationships between frequent patterns of user activities rep-

resenting the ADL in an IIE are also studied. We were interested in identifying

similarities and the differences between everyday activities. As a result of this
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research, a good understanding of the behaviour of occupants are identified. In

three real case studies reported here, occupancy sensor datasets are collected from

elderly people.

This study has particularly investigated the effectiveness of the binary (dis)

similarity or distance measures in an assisted living environment. In this inves-

tigation, our aim was to assess these measures to identify the similar and abnor-

mal behaviour patterns of an occupant in an intelligent environment. Different

indices were applied in finding the mismatching bits between two binary vectors

representing two different activities. The results of this investigation show that

fuzzy hamming distance is better than other distance measures for binary data

generated from motion sensors since these kinds of sensors are normally having

significant changes. Fuzzy hamming distance gives less distance than the classical

hamming distance for such sensors. However, as the dimension of the distance

measures is increased, it is rather difficult to identify the anomalies and outliers

within the sensor data.

To tackle the high dimensionality of the data and to identify the outliers and

anomalies of user’s activities behavioural patterns, a two stages outlier detection

is proposed integrating PCA and FRBS. The principal components which are

computed using PCA, are used to identify two indices the residual SPE and

Hotelling’s T 2. Residual SPE and Hotelling’s T 2 is used to improve the results

of the PCA. Eventually the outliers and abnormal behaviour of an inhabitant

are identified using FRBS. The proposed system is successfully able to classify

the normal and abnormal behaviour or outliers. The severity of the outliers are

found as well. The FRBS is designed to generate alarms when any abnormality

is detected for elderly people who are lived independently. The relationships

between similar patterns are summarized in a meaningful manner by regularly

generating a symbolic report in natural language based on the extracted patterns.

The proposed techniques are evaluated by applying to the simulated environ-

ment as well as real environments to identify and predict the occupancy movement

behaviour patterns using computational intelligent techniques. Additionally, the

results and knowledge gained from of this research are not limited to the field of

intelligent environments only, and it could be also used in other domains such as

wildlife monitoring and traffic monitoring.
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8.2.3 Activity Extraction and Prediction

This thesis also shows that the occupancy pattern extraction and prediction in an

intelligent environment can be efficiently modelled using ANNs. Different ANN

techniques were applied to binary sensor time series prediction. These techniques

can predict the next movement of the occupant, and can also give us the duration

that the occupant stays in a specific area in the environment. Sensors were used to

record the behaviour of the occupant and allow the carer to observe any changes

to patterns. The predicted results from these networks were tested and compared

to show their ability in a single and multiple step ahead prediction.

In general, the major findings of this work in terms of activity prediction of

binary time series data, collected from occupancy sensors in an IIE, are listed

below:

- Very limited research are reported in literature on analysis and prediction of

binary time series. Specifically this was true for analysis of any binary time

series representing the data collected from intelligent environments. This

research has helped with better understanding and investigating prediction

techniques for binary time series.

- Large volume of data collected from sensor data are used to predict the next

movement activities of an occupant. The raw data collected every second

could lead to a large space data set. For example in a real environment

the data collected from only one occupancy sensor could be over 2.5 million

entry over a period of one month. For any analysis and prediction, it is

essential to compress the data without losing any important features of the

original data set.

- Using start-time and stop-time form of compression has helped to be able

to predict the next activity rather than τ step ahead prediction.

- The demonstrated results indicate that temporal neural network algorithms

outperformed statistical and traditional time series prediction methods. For

TDNNs, NARX network gives better results than simple recurrent net-

works, due to the feedback from the output layer to the input layer using
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a proper number of input time delays. Additionally, the results presented

in this research show that ESN and LSTM are very promising approach for

binary datasets collected from smart environments.

- The importance of feature extraction from the raw data (time sequence) as

inputs to the predictive models is investigated.

- The impact of different parameters of recurrent neural network algorithms

is explored. Examples of such parameters are: the number of hidden layers,

hidden units, number of step ahead, input/output memory order, training

time and maximum adopted time delay.

Overall, this research could play a vital role in the fields of IIEs with more devel-

opment.

8.3 Directions for Future Works

Further investigation, in which future works could proceed, are listed below:

- A further direction for investigation is to implement the approaches pre-

sented in this thesis for a multiple occupancy situation, i.e. more than one

occupant in a smart flat/home. The approaches would not be efficient in

presence of visitors or even when the elderly people have a pet companion-

ship which is true for some cases. This task is complex, as not only must

monitor the occupant, but it must also predict whether he/she alone or has

visitors in a specific time.

- This study will serve as a base for future studies in which a combination of

discrete sensors (occupancy, door entry point, ...) and continuous sensors

(temperature, humidity, ..) will be used. The current study has only exam-

ined the binary similarity and distance measures. A future study investi-

gating the impact of using sensor data from other sensors (e.g. non-binary)

that may be found in smart homes to provide a larger data sample for the

experiments would be very interesting. In addition, it would be better to

use sensor data that can handle multi-attribute vectors. Further work also
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needs to be done to assess the weighted binary measures on a data collected

from occupancy sensors. The matches and mismatched bits are weighted

according to their information as obtained in the actual sequence values.

- It would be interesting to build a friendly user interface system to allow the

end user of the activity prediction algorithms to train and test the system

on-line.

- It will be interesting to extend the work to develop the semantic modelling of

the behaviour of an occupant where the predicted values are communicated

with the elderly and carer in linguistic terms. This will be achieved by

taking the results of this thesis and feeding them to a software named

Protégé [142]. Protégé is an open source ontology editor and knowledge

base framework is used.

- The predictive techniques used in this work could be extended to predict

more complex human behaviour. For future planning, some predictive algo-

rithms would be investigated to recognize more complex human behaviour

activity.
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Prediction Algorithm Using a HMM of Order 1 [59]

1. T = 1 (T is the length of the observation sequence);

2. T = T + 1;

if T < H go to 2.

3. c=0 (c is the number of current iteration, its maximum value is given by I);

4. The model λ = (A,B, π) is repeatedly adjusted based on the last H observa-

tions OT−H+1, OT−H+2 . . . OT (the entire observation sequence if H = T ), in

order to increase the probability of the observation sequence P (OT−H+1OT−H+2 . . . OT |λ).

In a, b and c steps the denominators are used in order to obtain a prob-

ability measure, and to avoid underflow. Underflow is inevitable without

scaling, since the probabilities tend to 0 exponentially as T increases.

(a) Compute the forward variable α in a recursive manner:

αT−H+1(i) = πi.bi(OT−H+1)∑N−1
i=0 πi.bi(OT−H+1)

, i = 0, . . . , N − 1, where αT−H+1(i) is

the probability of observation symbol OT−H+1 and initial hidden state

Si, given the model λ = (A,B, π) ;

(b) αt(j) =
∑N−1

i=0 αt−1(i).aij .bj(Ot)∑N−1
j=0

∑N−1
i=0 αt−1(i).aij .bj(Ot)

, where t = T − H + 2, . . . , T, j =

0, . . . , N − 1 where αt(j) is the probability of the partial observation

sequence until time t(OT−H+1 . . . Ot), and hidden state Sj at time t,

given the model λ = (A,B, π). Since, by definition,

αT (j) = P (OT−H+1OT−H+2 . . . OT , qT = Sj|λ),

the sum of the terminal forward variables αt(j) gives the probability
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of the observation sequence:

P (OT−H+1OT−H+2 . . . OT |λ) =
∑N−1

j=0 αT (j).

(c) Compute the backward variable β in a recursive manner:

βT (i) = 1∑N−1
j=0

∑N−1
i=0 αT−1(i).aij .bj(OT )

, i = 0, . . . , N − 1;

βt(i) =
∑N−1

j=0 aij .bj(Ot+1).βt+1(j)∑N−1
i=0

∑N−1
j=0 aij .bj(Ot+1).βt+1(j)

, t = T − 1, . . . , T − H + 1, i =

0, . . . , N − 1;

where βt(i) is the probability of the partial observation sequence from

t + 1 to the end T (Ot+1Ot+2 . . . OT ), given hidden state Si at time t

and the model λ = (A,B, π).

(d) Compute ξ:

ξt(i, j) =
αt(i).aij .bj(Ot+1).βt+1(j)∑N−1

i=0

∑N−1
j=0 αt(i).aij .bj(Ot+1).βt+1(j)

, t = T −H + 1, . . . , T − 1, i =

0, . . . , N − 1, j = 0, . . . , N − 1;

where ξ−(i, j) is the probability of being in hidden state Si at time

t and respectively Sj at time t + 1, given the observation sequence

OT−H+1OT−H+2 . . . OT and the model λ = (A,B, π).

(e) Compute γ:

γt(i) =
∑N−1

j=0 ξt(i, j), t = T −H + 1, . . . , T − 1, i = 0, . . . , N − 1;,

where γt(i) is the probability of being in the hidden state Si at time t,

given the model λ = (A,B, π) and the observation sequenceOT−H+1OT−H+2 . . . OT .

(f) Adjust π:

π = γT−H+1(i)-represents the expected number of times the hidden

state is Si at the initial time t = T −H + 1.

(g) Adjust A:

aij =
∑T−1

t=T−H+1 ξt(i,j)∑T−1
t=T−H+1 γt(i)

-represents the probability of transition from hid-

den state Si to Sj. The numerator is the expected number of tran-

sitions from state Si to Sj, while the denominator is the expected

number of transitions from state Si to any state.

(h) Adjust B:

bj(k) =
∑T−1

t=T−H+1Ot=Vkγt(j)∑T−1
t=T−H+1 γt(i)

-the probability of observation symbol Vk

given that the model is in hidden state Sj. The numerator is the

expected number of times the model is in hidden state Sj and the ob-
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servation symbol is Vk, while the denominator is the expected number

of times the model is in hidden state Sj.

(i) c = c+ 1;

if log[P (OT−H+1 . . . OT |λ] > log[P (OT−H+1 . . . OT |λ]and c < I then go

to 4.). Since P would be out of the dynamic range of the machine, we

compute the log of P , using the following formula:

log[P (OT−H+1 . . . OT |λ] = −log( 1∑N−1
i=0 π.bi(OT−H+1)

)−∑T
t=T−H+2 log( 1∑N−1

j=0

∑N−1
i=0 αt−1(i).aij.bj(Ot)

)

5. At current time T , it is predicted the next observation symbol OT+1, using

the adjusted model λ = (A,B, π):

− choose hidden state Si at time T , i = 0, . . . , N − 1, maximizing αT (i);

− choose next hidden state Sj (at time T + 1), j = 0, . . . , N − 1, maxi-

mizing aij;

− predict next symbol Vk (at time T + 1), k = 0, . . . ,M − 1, maximizing

bj(k).

If the process continues, then T = T + 1 and go to 3.
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The following is the pseudo code of Back Propagation Through Time(BPTT)

algorithm [87]:-

Input: current weights ω training time series

Output: New weights

Computation steps

1. Forward pass: as described in section 3.4

2. Compute , by proceeding backward through n = T, ...., 1 for each time

n and unit activation xi(n), yj(n) the error propagation term δi(n)

δj(T ) = (dj(T )− yj(T ))
∂f(u)

∂u
|u=zj(T ) (1)

for the output units of time layer T and

δi(T ) = [
T∑
j=1

δj(T )ωoutji ]
∂f(u)

∂u
|u=zj(n) (2)

for the output units of time layer T and

δi(n) = [(dj(n)− yj(n)) +
N∑
i=1

δi(n+ 1)ωbackji ]
∂f(u)

∂u
|u=zj(n) (3)
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for the output units of earlier layers, and

δi(n) = [
N∑
j=1

δj(n+ 1)ωji +
L∑
j=1

δj(n)ωoutji ]
∂f(u)

∂u
|u=zj(n) (4)

for internal units xi(n) at earlier times,where zi(n) again is the potential of the

corresponding unit Adjust the connection weights according to:-

new ωij = ωij + γ
T∑
n=1

δi(n)xj(n− 1)[use xj(n− 1) = 0 for n = 1] (5)

new ωinij = ωinij + γ
T∑
n=1

δi(n)uj(n) (6)

new ωoutij = ωoutij + γ × {
T∑
n=1

δi(n)uj(n), if j refers to input unit (7)

new ωbackij = ωbackij + γ
T∑
n=1

δi(n)yj(n− 1), [use yj(n− 1) = 0 for n = 1] (8)
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The following is the pseudo code of Long Short Term Memory (LSTM) recurrent

training algorithm [151]:-

Forward Pass

Reset all activations to 0 Running forwards from time τ0 to time τ1, feed in the

inputs and update the activations. Store all hidden layer and output activations

at every time step. For each LSTM block, the activations are updated as follows:

Input Gates

xi =
∑
j∈N

wijyj(τ − 1) +
∑
c∈C

wlcSc(τ − 1) (9)

yi = f(xi) (10)

Forget Gates:

xφ =
∑
j∈N

wφjyj(τ − 1) +
∑
c∈C

wφcSc(τ − 1) (11)

yφ = f(xφ) (12)

Cells:

∀c ∈ C, xc =
∑
j∈N

wcjyj(τ − 1) (13)

Sc = yφsc(τ − 1) + yig(xc) (14)
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Output Gates:

xω =
∑
j∈N

wωjyj(τ − 1) +
∑
c∈C

wωcSc(τ) (15)

yω = f(xω) (16)

Cell Outputs:

∀c ∈ C, yc = yωh(sc) (17)

Backward Pass

Reset all partial derivatives to 0 Starting at time τ1 propagate the output errors

backwards through the unfolds net, using the standard BPTT equations:

δk(τ) =
∂E(τ)

∂xk
(18)

ek(τ) = yk(τ)− tk(τ)k ∈ outputunits (19)

εk(τ1) = ek(τ1) (20)

εk(τ − 1) = ek(τ − 1) +
∑
j∈N

wjkδj(τ) (21)

For each LSTM block the delta’s are calculated as follows:

Cell Outputs:

∀c ∈ C, εc =
∑
j∈N

wjcδj(τ + 1) (22)

Output Gates:

δω = f ′(xω)
∑
c∈C

εch(Sc) (23)

States:

∂E

∂Sc
(τ) = εcyωh

′(yc)+
∂E

∂Sc
(τ+1)yφ(τ+1)+δi(τ+1)ωic+δφ(τ+1)ωφc+δωωωc (24)
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Cells:

∀c ∈ C, δc = yig
′(xc)

∂E

∂Sc
(25)

Forget Gates:

δφ = f ′(xφ)
∑
c∈C

∂E

∂Sc
yc(τ − 1) (26)

Input Gates:

δi = f ′(xi)
∑
c∈C

∂E

∂Sc
g(xc) (27)

Using the standard BPTT equation, accumulate the δ′s to get the partial deriva-

tives of the cumulative sequence error:

defineEtotal(S) =

τ1∑
τ=τo

E(τ) (28)

define∇ij(S) =
∂Etotal(S)

∂ωij
(29)

⇒ ∇ij(S) =

τ1∑
τ=τo+1

δj(τ)yj(τ − 1) (30)

Update Weights

After the presentation of sequence S, with learning rate α and momentum m, up-

date all weights with the standard equation for gradient descent with momentum:

∆ωij(S) = α∇ij(S) +m4ωij(p− 1) (31)
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